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Abstract 

This study aims to test the volatility spillover effects among the global risk appetite, the 

VIX (also known as the fear index) and the RISE index (known as the indicator of 

investor risk appetite index in Turkey). A temporary or permanent causality Granger 

and Breitung Candelon (2006) frequency domain causality analyses were performed by 

using the weekly dataset spanning from January 2010 to December 2018. The results 

obtained from the study reveals a unilateral causal relationship running from the VIX 

toward the RISE index. This causality inference is also observed separately in the short-

, medium- and the long-run. Consequently, the investigation found that there is a 

permanent causal relationship running from the VIX toward the RISE index. These 

results also indicate the existence of the volatility spillover effect among the risk appetite 

indexes. Consequently, the current study offers significant policy directives from the 

side of the government and other stakeholders especially that are targeted at mitigating 

fear factors in the economy. 
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1. Introduction 
One of the most important factors for investment in capital markets is the existence of 

appropriate investment conditions. Appropriate investment conditions are usually examined by 

market volatility arising from market situations and dynamics (Balcilar et al., 2018; Alola, Cop 

& Alola, 2019; Saint Akadiri, Alola & Uzuner, 2019). Market volatility has been a subject of 

frequent scrutiny in the hands of practitioners and researchers. The volatility index (VIX) was 

first introduced by the Chicago Board Options Exchange in 1993 for measuring volatility 

(Black & Scholes, 1973; Merton, 1973). The VIX is an index calculated using the American 

type call and put option price movements, including the S&P 100 index options at an 

average expiration of 30 days. The development of the index was carried out by Black and 

Scholes (1973) and Merton (1973). The increase of the VIX in excess of 30% refers to the rise 

of uncertainty and volatility and it suggests that the market does not fulfill adequate investment 

conditions. In this case, investors are expected to exhibit an attitude of investment fear.  

Generally, practical studies reveal that volatility becomes higher whenever the market is on 

a downward trend (Jung, 2016; Alola & Uzuner, 2019). Accordingly, it is possible to claim that 

under the existence of the information asymmetry investors exhibit a risk-averse attitude 

(Wang, 2019). Also, the rise of the VIX can be expressed as the rise of risk, thus a high volatility 

conditions expectedly increase uncertainty. In this case, it is stated that all investors have 

random and wrong selections and they wrongly measure the values of securities (Zou & Sun, 

2012). The VIX value below 20% indicates that volatility is decreased, the investors’ risk 

appetite is increased, and the investors become optimistic about the future. 

Investors may be influenced by many factors in making investment decisions. In relation to 

the issue; Chang et al. (2000) stated that investors make investment decisions in accordance 

with market volatility. There are many studies that examined the volatility of the stock exchange 

markets and the VIX as well as the structure of such interaction. Fleming, Ostdiek, and Whaley 

(1995), Whaley (2000),  Giot (2005), Corrado and Miller (2005),  Baur and Jung (2006), Ting 

(2007), Whaley (2008), Bekaert et. al (2009), Sarwar (2012), Kumar (2012), Rapach, Strauss, 

and Zhou (2013), Hao and Zhang (2013),  Yunus (2013), Fernandes, Medeiros and Scharth 

(2014), Shaikh and Padhi (2014), Kaya and Coşkun (2015) are among the example studies in 

the literature. The vast majority of these studies have concluded that volatility affects market 

returns. However, does the volatility of a market affect only the returns on securities in the 

relevant market?  



Given this question, one of the important problems encountered in the investment process is 

that a negative situation observed in one country also affects the other country’s markets. This 

negative situation in the markets is referred as the Volatility Spillover Effects (Wang, 2007; 

Alola, Cop & Alola, 2019). The dependence of the markets on each other has resulted in a 

positive or negative effect of volatility in one market on another (Finta et al., 2017; Gamba-

Santamaria et al., 2017). The transmission mechanism of this contagion in developing countries 

has been examined particularly by Kaminsky and Reinhart (2003), and Dungey et al. (2006) for 

markets with the same capital size in the applied finance literature. Volatility spillover among 

countries with different capital sizes has been examined by Kanas (1998), Edwards and Susmel 

(2001), Fuiji (2005), Baur and Fry (2009) and Joshi (2011). There is a wide range of results 

obtained from related studies. 

Risk appetite index in Turkey (RISE), is calculated separately for different investor groups 

(all investors, domestic investors, foreign investors, domestic real entities, domestic legal 

entities, domestic funds, and qualified investors) by the cooperation of The Central Securities 

Depository (CSD) of Turkey and the Özyegin University. The RISE is a weekly index 

calculated based on the weekly portfolio changes of each investor with a stock portfolio value 

at and in excess of 5,000 TL. at any past period. The index is calculated by using the portfolio 

value change of the stocks and type-A investment funds which are owned by the investors every 

Friday excluding the change in ISE100 index. The weighted average of the previous 52-week 

values is subtracted from the adjusted portfolio value of the related week, and it is calculated 

how much each investor deviates from its normal during that week. Based on these deviations 

matrix, the investors are scored between ‘0’ and ‘100’ and a general risk appetite index is 

calculated for the whole market by taking the weighted average of the scores according to the 

ratio of the investors’ portfolio size of that week to the total market size  (Sarac et al., 2016). 

The RISE index assumes a threshold value of 50, below which the risk appetite of the investors 

is decreased and above which the risk appetite of the investors is increased.  

In respect to this, the current study objectively aimad at examining whether or not there is a 

volatility spillover between the VIX and the RISE index. In the literature, the volatility 

spillovers are often studied by the derivatives of GARCH analysis either between different 

market returns or between the VIX and market returns. However, the current study is novel in 

that it considered the causal relationship between the VIX and the RISE index for the first time 

to the best of authors’ knowledge. In doing so, the study emplyed the Granger causality 

approach and through the frequency domain causality test proposed by Breitung and Candelon 



(2006) which is different from other relevant studies because it presnet the causality in term of 

frequency. Thus, the volatility spillover is evaluated based on the causal relationship for the 

short-, medium- and long-run over the period of January 2010 to December 2018.  

Consequently, the study consists of five parts. In the first part, the basic concepts related to 

the subject are presented, while in the second part, the review of previous literature including 

the studies on the volatility spillover effects as well as studies which examined the relationships 

between the VIX (fear index) and financial markets are undertaken. In the third part, the data 

employed and the methodology used in the study are introduced. In the fourth part, the findings 

of the study are presented. In the last part, a general evaluation is made in the direction of the 

findings which also contains policy implications. 

2. Literature Review 
The volatility that emerges in a country’s markets affects not only financial products of the 

country’s markets but also affects the financial products of other countries’ markets. In the 

world of accelerated globalization, countries’ financial markets which are integrated into the 

World financial markets tend to become more prone to the volatility effects that are brought 

forth in other financial markets due to contagion (Schmukler et al., 2003). Volatility spillover 

effects are observed through the volatile market conditions affecting the other countries’ 

markets due to an adverse situation observed in one country (Wang, 2007). As a matter of fact, 

many studies that examine this subject of market volatility are increasingly availabe in existing 

literature (Adam, Marcet & Nicolini, 2016; Brunetti, Büyükşahin & Harris, 2016; Bašta & 

Molnár, 2018; Graham, Nikkinen & Peltomäki, 2019). Although these studies are the same 

regarding their contents, they differ regarding the variables used. In this context, the literature 

is composed of two parts. In the first part of the studies, the extant literature that examined the 

determinants of market volatility and the impact of such volatility on different markets is 

primarily considered. On the other hand, the second part of the studies comprises of the studies 

on the impacts of volatility indexes (the risk appetite index or the fear index) on different 

financial markets become the subject of the relevant analyses. In this concept, the studies 

conducted on whether or not the volatility that occurs in the first group has an impact on other 

markets are summarized below. 

 

Liu and Pan (1997), as one of the pioneering studies conducted on the interactions of the 

volatility in different markets using the GARCH model, stated that the volatility spillover effect 



in the US and Japan has impacts on the Hongkong, Singapore, Taiwan, and Thailand markets. 

As a result of the study, it is determined that the volatility spillover effect in the US market is 

larger than in the other markets. Similarly, Ng (2000) detected the existence of the volatility 

spillover effect between the shocks occurring in the US and Japanese stock exchanges and the 

stock markets of six Pacific countries by using the GARCH model. However, Kanas (2000) 

examined the existence of volatility spillover effect between stock returns and exchange rates 

in the United States, United Kingdom, Japan, Germany, France, and Canada using EGARCH 

models. As a result of the study, it is stated that in all other countries except for Germany, the 

volatility spillover effect exists from the stocks toward the exchange rates, and this effect 

increased even more especially after 1987. 

In another stusdy by Yang and Doong (2004), the emplooyed estimation model (the 

EGARCH models) detected the existence of the volatility spillover effect between stocks and 

foreign exchange markets in the G7 countries. Yu and Hassan (2008), another study in which a 

similar methodology (AR-GARCH model) was used, stated that the volatility in the US markets 

is effective in the majority of the MENA (the Middle East and North Africa) countries including 

Turkey. In Lee (2009), the VAR-GARCH model was used, and the presence of volatility 

spillover effect was detected among the stock exchange markets of six Asian countries as a 

result of the analysis. Du et al. (2011), which was carried out with a different method than the 

studies mentioned so far, used the Bayesian Markov Chain Monte Carlo method. As a result of 

the study, it is stated that the volatility in crude oil prices in the USA is effective on commodity 

markets. Allen et al. (2013), in which the Asian countries were also included in the analysis 

using VARMA-AGARCH models, stated that there is a volatility spillover effect between the 

Chinese stock exchange market and Australia, Japan, Hong Kong, Taiwan, and Singapore stock 

exchange markets.  

Furthermore, the study of Haixia and Shiping (2013) examined the existence of volatility 

spillover effect in the commodity markets of crude oil, corn and fuel ethanol traded in relation 

to the Chinese stock exchange market by using EGARCH and BEKK-MVGARCH models. As 

a result of the study it was found that there is a unilateral spillover effect from crude oil market 

toward corn and fuel ethanol, and there is a bilateral spillover effect between corn market and 

fuel ethanol market. However, there is significant evidence of spillover effect from corn and 

fuel ethanol markets toward crude oil market was found. The threshold GARCH model was 

applied in Jawadi et al. (2015), and weak evidence of the volatility spillover effect between the 

US and Frankfurt, London and Paris stock markets was detected during the pre-crisis period. 



However, again in Jawadi et al. (2015), strong evidence of the volatility spillover effect from 

the US stock market toward the other stock markets during and after the crisis was found. In 

order to determine whether or not there is the volatility spillover effect from developed 

countries towards the developed countries, Balli et al. (2015) used the AR-GARCH model, and 

it is stated that there is strong evidence of the volatility spillover effect from developed countries 

toward developing countries.  

Moreover, in the study of Liow (2015) which is centered on the analytical study of 

developing countries, the financial data such as exchange rates and interest rates in relation to 

the stocks and bonds of various developing countries were examined using the GARCH model. 

The study found the there is excessive volatility in the markets was which is sufficient to cause 

significant volatility of the examined countries. In the current literature, the volatility spillover 

effect has not only been examined in financial markets or commodity markets but also different 

goods and service markets. Panagiotou (2015) which was conducted on olive oil markets in this 

direction also used ARCH and GARCH models in parallel with current literature. The results 

of the study stated that the volatility spillover effect exists between the olive oil markets of 

Spain, Italy, and Greece. In Bajo-Rubio et al., (2017) which was recently performed on Turkey, 

the GARCH model was used in parallel to the existing literature. The study revealed that the 

volatility spillover effect between Dollar and Euro exchange rates and the DAX and the S&P 

500 stock markets is effective on Turkey’s stock exchange markets. In Baumöhl et al. (2018), 

a very comprehensive study, the Granger causality analysis was used to examine the existence 

of the volatility spillover effect among the stock exchange markets of 40 developed and 

developing countries. According to the analysis results, the existence of the volatility spillover 

effect among the markets was detected. 

In the second part of this section, the study of Haugen (2006) examined the effect of volatility 

indexes (risk appetite or fear index) on financial markets. The study found that there is a 

relationship among the Norwegian macroeconomic factors and risk appetite data of investors. 

Haugen (2006) employed the Bayesian approach and found that there is a significant and 

unilateral relationship between macroeconomic factors and risk appetite. Similarly, Shen and 

Hu (2007) examined different samples and found a significant and negative relationship 

between the risk appetite index of Taiwan banks and various index returns of the Taiwan stock 

exchange. Whereas, Hermosillo (2008) used a vector autoregression (VAR) model and found a 

significant relationship among the global risk appetite index (the VIX) and the bond prices of 

17 countries in the Eurozone and the crises experienced in these countries. Additionally, the 



study of Korkmaz and Çevik (2009) which considered several countries also employed the 

GJR-GARCH model and found that the VIX influenced the stock market of 15 countries such 

that the volatility of stock exchange markets in those countries are observed to have increased. 

Additionally, Ekşi (2011) examined the existence of the direction of self-sufficiency of a 

unilateral causality running from the VIX to the bank credits using the cointegration test and 

the ARDL error correction method. The Ekşi (2011) study is similar to Ozair (2014) in which 

the direction of variation was similarly examined. Ozair (2014) examined a bilateral causality 

between the S&P 500 index and the VIX data using the VAR and the Granger causality 

analyses. Also, the study of Adhikari and Hilliard (2014) employed simialr methodology of 

Granger causality analysis and found that VIX is a signicant Granger cause of the volatility in 

the S&P 100 index. Unlike the other studies, Kaya et al. (2014) used the ARDL model to 

measure whether or not the VIX could be regarded as a global appetite index internationally. In 

that respect, Kaya et al. (2014) concluded that the VIX and stock markets in the OECD countries 

had a significant and long-term relationship. But the study of Kaya and Coşkun (2015) which 

considered the case of Turkey by employing the Granger causality approach found a unilateral 

causal relationship from the VIX to the BIST 100 index. Also, the study found that VIX index 

negatively affect the BIST 100 index.  

Similarly, Erdoğdu and Baykut (2016) used the Toda-Yamamato Granger causality along 

with ARDL bounds tests and found lack of evidence of a long-term relationship between the 

VIX and the MOVE index. However, the study revealed the existence of a unilateral causality 

running from the VIX to the Borsa Istanbul Bank index. Likewise, Huang and Wang (2017) 

employed the cross-sectional standard deviation of return (CSSD), the cross-sectional absolute 

deviation of return (CSAD) for the Taiwan stock exchange and found the existence of a 

relationship between the VIX and the Taiwan Stock Exchange. Moreover, the increase in the 

VIX affected the investors’ behavior more quickly, while the decline in the VIX affected 

investors more slowly. Kula and Baykut (2017) in like manner examined within the field of 

corporate governance also found the existence of a long-term relationship between the Borsa 

Istanbul corporate governance index and the VIX by using the ARDL boundary test. 

Additionally, Sarwan and Khan (2017) indicated that the VIX has a significant impact on the 

stock returns in case of the Latin American countries during all periods and that the increase of 

the VIX leads to decrease in stock returns.Upon considering the aforementioned extant studies, 

it can be generally inferred that the volatility in financial markets of one country affects the 

financial markets of other countries.  



3. Data and Methodology 

3.1 Data Series 

 

The VIX (Volatility Index) and the RISE (Risk Appetite Index) data used in the study consist 

of 469 observations in weekly frequency over the period from January 2010 to December 2018. 

The VIX data is obtained from the Chicago Board of Exchange (CBOE) website. The RISE 

index data are calculated in weekly frequency separately for domestic investors, foreign 

investors, real domestic entities, domestic legal entities, domestic funds and qualified investors 

by The Central Securities Depository (CSD) of Turkey. In this study, the RISE index data 

calculated for all investors and the related data are obtained from The Central Securities 

Depository (CSD) of Turkey website (https://www.mkk.com.tr/). 

3.2 Methodology 

In this study, the VIX and the RISE index data to be used in the analysis are subjected to the 

structural unit root test of Zivot and Andrews (1992) along with the traditional unit root tests of 

Phillips and Perron (1988) and the extended Dickey-Fuller (ADF) developed by Dickey and 

Fuller (1981) firstly. Then, the causality test is applied according to the frequency distribution 

between variables, which was developed by Granger (1969) causality test and Breitung and 

Candelon (2006) study and based on the VAR model. Thus, the existence of the causality 

between the variables in the short-, medium- and long-run which could not be determined by 

Granger (1969) is tried to be detected. 

 

Yule (1926) is one of the first studies that drew attention to stationarity analysis on 

macroeconomic data. Stationarity can be expressed as the fact that the mean of the time-series 

and its variance are time-independent. Nelson and Plosser (1982) stated that statistical methods 

could not be used in the evaluation of non-stationary time series. Traditional unit root tests 

commonly used in testing for stability are Philips and Perron, Dickey-Fuller and Extended 

Dickey-Fuller tests (Saraç et al., 2016). In the case of existing structural breaks, traditional unit 

root tests may reveal incorrect results. Therefore, unit root tests with structural breaks are used 

to determine whether or not there are structural breaks in the time-series. In this study, Zivot 

Andrews (1992) unit root test, the most commonly used unit root test with structural breaks in 

the literature, is also performed. 

 



The sample size, the assumptions about unit root and stationarity tests, the hypotheses and 

the consequent results may result in differences between the tests. For instance, the ADF test 

can produce different results based on the level of statistical confidence level, the lag length 

and the sample size (Campbell and Perron, 1991). Balke and Fomby (1997) and Schwert (2002) 

stated that the sample size of the Philips and Perron tests reveal more accurate results for larger 

series. Nonetheless, it is stated that the sampling skewness due to the asymptotic distribution 

weakens the Philips and Perron test. Sample size problems encountered in the Philips and 

Perron test are also present in the KPSS test. These deficiencies of the relevant tests render the 

reliability of test results disputable (Saraç et al., 2016). 

 

The Granger Causality test, which can be performed with stationary datasets, is based on 

testing of whether or not there is a reciprocal or unidirectional relationship between two 

datasets. In Granger (1969), causality is expressed as a measure of the likelihood that the past 

values of X are used for the anticipation of Y versus the case where the past values of X are not 

used. According to Granger (1988), if the use of past values makes the forecasting more 

successful, then X is the Granger cause of Y. Measurements in the relevant test are performed 

with F and Wald tests. Accordingly, four different results can be achieved with the Granger 

Causality test. These include the results indicating that X is the Granger cause of Y, or vice 

versa, where Y is the Granger cause of X or X and Y are reciprocally related to each other, and 

finally there is no reciprocal causality. Upon evaluation of this process, even though the Granger 

Causality test points out some results regarding the causality between series,  the Wald and F 

tests used in the methodology may reveal a long-run relationship, whereas the short-term 

relationships may be ignored. In order to solve this problem, Geweke (1982), Hosoya (1991) 

and Yao and Hosoya (2000) proposed the measurement of causality for frequencies based on 

the decomposition of spectral density functions. Frequency domain causality is preferred since 

it allows Granger causality to be evaluated at different frequencies and is an easily applicable 

model because of being based on linear constraints (Yanfeng, 2012). The spectral density 

function, which constitutes the basis of frequency domain causality, can be expressed by the 

following equation (Kratschell and Schmidt, 2012). 

 

௫݂(߱) =
1

ߨ2
ቄหߖଵଵ(݁ି௜ఠ)หଶ

+ หߖଵଶ(݁ି௜ఠ)หଶቅ                   (1) 

  

 



However, the problem of using the F test in the implementation of the relevant tests has been 

solved by applying the linear constraints proposed in Breitung and Candelon (2006). The 

Granger Causality test examines a single test statistic for the variables involved in the analysis. 

A nonlinear causality test is performed by the Frequency Domain Causality test. Granger 

causality at different frequencies is expressed by Geweke (1982) and Hosoya (1991) as in the 

following equation below. 

 

(߱)௬→௫ܯ = ݃݋݈ ൤
ߨ2 ௫݂(߱)

ଵଵ(݁ି௜ఠ)|ଶ൨ߖ| = ݃݋݈ ൥1 +
หߖଵଶ(݁ି௜ఠ)หଶ

 ଵଵ(݁ି௜ఠ)|ଶ൩                   (2)ߖ|

  

 

If หߖଵଶ(݁ି௜ఠ)ห= 0 according to the equality, a causality would be running from the y variable 

toward the x variable at any frequency ߱ (Ciner, 2011: 500). Breitung and Candelon (2006) 

proposed a new method for testing the null hypothesis suggesting that there is no causality. 

 

If ܯ௬→௫(߱) = 0, หߖଵଶ(݁ି௜ఠ)ห = 0, then the following equation would be used: 

 

(ܮ)ߖ = (ܮ)ଵଶߖ ଵ andିܩଵି(ܮ)߆ = − ௚మమ௵భమ(௅)
|௵(௅)|

                   (3) 

 

݃ଶଶ denotes the lower diagonal element of ିܩଵmatrix, whereas |(ܮ)߆| stands for the 

determinant of  (ܮ)߆. Thus, the hypothesis suggesting that “ݕ” does not cause “ݔ” at frequency 

“߱” can be tested by courtesy of the following equation (Bodart and Candelon, 2009): 

 

ห߆ଵଶ(݁ି௜ఠ)ห = อ෍ ଵଶ,௞߆ cos(݇߱) − ෍ ଵଶ,௞߆ sin(݇߱) ݅
௣

௞ୀଵ

௣

௞ୀଵ

อ = 0                   (4) 

 

ห߆ଵଶ(݁ି௜ఠ)ห = 0 is the sufficient condition corresponding to the case where “ݕ”’ does not cause 

 at frequency “߱”. The model brought forth by Breitung ve Candelon (2006) is based on the ”ݔ“

following linear restrictions.  

 

෍ ଵଶ,௞߆ cos(݇߱) = 0
௣

௞ୀଵ

                   (5) 



෍ ଵଶ,௞sin (kω)߆ = 0
௣

௞ୀଵ

 

 

                  (6) 

Upon simplification of the notations under these linear restrictions;  ߙ௝ = ଵଵ,௝߆  and ߚ௝ =

  :௧ can be written as followsݔ ଵଶ,௝ , so that the VAR equation for߆

 

௧ݔ = ௧ିଵݔଵߙ + ⋯ + ௧ି௣ݔ௣ߙ + ௧ିଵݕଵߚ + ⋯ + ௧ି௣ݕ௣ߚ +  ଵ௧ߝ

 
                  (7) 

Since the hypothesis ܯ௬→௫(߱) = 0 is equivalent to the linear restrictions, H0 can be written 

as follows: 

H0: ܴ(߱)ߚ = ߚ)   0 = ,ଵߚൣ … , ௣൧ᇱߚ
)  whereas ܴ(߱) can be estimated with the following 

equation: 

 

ܴ(߱) =  ൤cos (߱)
sin (߱)

  cos (2߱)
 sin (2߱)

 …
 …

  cos (߱݌)
  sin (߱݌)൨                   (8) 

 

Since the test method has (2, T-2p) degree of freedom and F-distribution for ߱ ∈ (0,  the ,(ߨ

causality can be tested by standard F-test for H0 :ܴ(߱)ߚ = 0.  

 

As a result of the literature review, the models and hypotheses (9) and (10) are developed to 

be tested depending on the following studies: Sarwar (2012); Ozair (2014); Sarwar and Khan 

(2017); Huang and Wang (2017).  

The causality test between the VIX and the RISE is performed by testing the following 

models: 

௧ܧܵܫܴ = ଵߙ + ∑ ௧ି௜ܺܫ௜ܸߚ + ∑ ߶௝ܴܧܵܫ௧ି௝ + ଵ௧ߝ
௠
௝ୀଵ

௡
௜ୀଵ           (9) 

௧ܺܫܸ = ଵߙ + ∑ ௧ି௜ܧܵܫ௜ܴߚ + ∑ ߶௝ܸܺܫ௧ି௝ + ଵ௧ߝ
௠
௝ୀଵ

௡
௜ୀଵ         (10) 

 

 .௜ coefficients pertaining to the models (9) and (10) are testedߚ

in models (9) and (10)  ܪ଴; ௜ߚ = 0,   (݅ = 1, 2, … , ݊) 

;ଵܪ     ௜ߚ ≠ 0 

If ܪ଴ is not rejected, there is a causality running from the VIX towards the RISE for Equation 

(9), and there is a causality running from the RISE towards the VIX for Equation (10). However, 

if ܪ଴ is rejected, it is assumed that the causality relationship does not exist. 



4. Findings and Discussion 
Descriptive statistics of the relevant data are calculated before the causality analysis of the 

VIX and RISE data obtained in the study is performed. In Table 1, the descriptive statistics 

which shows the mean maximum, minimuma, skewness, kurtosis and the normality evidence 

by the Jarque-Bera statistics of the VIX and the RISE index datasets are presented. 

Table 1: Descriptive Statistics 
Variables Mean Maximum Minimum Stand. 

Deviation 
Skewness

   
Kurtosis
   

Jarque-
Bera   

VIX 17.2595 44.25 9.22 5.8899 1.6460 6.4221 440.6433 
(0.0000) 

RISE 43.3703 69.00 11.4069 11.4362 -0.2035 2.6515 5.6132 
(0.0406) 

Values in parentheses indicate probability values. 
 

Upon examining Table 1, it is seen that the fluctuation in the RISE dataset is higher than in 

the VIX dataset. As a matter of fact, Santis and İmrohoroğlu (1997) it is stated that the stock 

exchange volatility of developing countries tends to be higher than of the developed countries. 

In order to determine whether or not the VIX and the RISE index datasets are stationary, ADF 

and PP traditional unit root tests were employed. Additionally, the Zivot and Andrews (1992) 

structural unit root tests are performed such that the result of the unit root tests and the break 

dates are all presented in Table 2. 

Table 2: Unit Root Test Results 
Variables Test Type ADF  t-

stats. 
PP  t-
stats. 

Zivot Andrews  t-
stats. 

The break 
dates 

VIX 
Constant -4.3195* -4.8593* -5.6805* 11/28/2011 
Constant and 
Trend 

-4.8019* -5.5821* -5.8383* 11/28/2011 

VIX 
Constant -26.6084* -30.1794* -8.9446* 10/03/2011 
Constant and 
Trend 

-26.5868* -30.4475* -9.1407* 10/03/2011 

RISE 
Constant -9.4979* -9.5431* -9.7798*    1/16/2012 
Constant and 
Trend 

-9.5001* -9.5483* -9.7809*    1/16/2012 

RISE 
Constant -27.1226* -47.9431* -10.0275*     8/22/2014 
Constant and 
Trend 

-27.0936* -47.8473* -10.0729*     8/22/2011 

* significant at 1% significance level. 
 

Upon examining Table 2, it is determined that all series are stationary, in other words, all 

datasets do not contain unit roots at 1% significance level according to the concentional ADF 

and PP unit root test results in addition to the Zivot Andrews structural unit root test results. In 



this context, it can be stated that the relevant series have a mean-reverting tendency. The mean 

reverting-tendency indicates that the related series can be estimated. Accordingly, the variance 

and the mean of the series are fixed over time, and causality analyses can be performed on the 

relevant series. Table 3 presents the test results of Granger causality between the VIX and the 

RISE index datasets. 

 
Table 3: The Granger Causality Test Results 
Direction of 
Causality 

Null Hypothesis   F-statistic     Lag1 Result 

VIX  RISE VIX does not 
Granger-cause RISE 

15.7498* 3 Granger 
causality 

exists. 
 
RISE  VIX 

 
RISE does not 
Granger-cause VIX 

 
 0.5619 

 
3 

Granger 
causality does 

not exist. 
1 The lag lengths are determined according to Akaike information criteria. 
* significant at 1% significance level. 
 

Upon examining Table 3, the Granger causality test results indicate that there is a unilateral 

causality running from the VIX toward the RISE index at 1% significance level. According to 

the test results, the VIX Granger-causes the RISE index. In Table 4, Breitung and Candelon 

(2006) frequency domain causality test results are presented. 

 

Table 4: Breitung Candelon Frequency Domain Causality Test Results 
Direction of 

Causality 
Long run Medium run Short run 

w=0.1 w=0.5 w=1 w=1.5 w=2 w=2.5 
VIX  
RISE 

41.2039* 40.8666* 44.2138* 46.4060* 46.9216* 47.0629* 

RISE  
VIX 

0.3979 0.1779 0.1396 1.0074 1.4039 1.5248  

The lag lengths are selected according to Akaike information criteria. 0.5=ݓ corresponds to 13 – 14 weeks, and  
 .corresponds to 2 – 3 weeks. * significant at 1% significance level 2.5=ݓ

 
According to Breitung and Candelon (2006) Frequency Domain Causality test results, there 

is a long-, medium- and short-term causality relationships running from the VIX toward the 

RISE index. Nevertheless, it is found that the RISE index does not cause the VIX. The graphs 

that can be seen in different periods of analysis results are displayed in Figure 1. 

 
 
 
 
 
 



Figure 1: Breitung and Candelon Frequency Causality Test Results 

  
 

The horizontal axis indicates (0, π) frequency range and the vertical axis indicates the test 

values of Breitung and Candelon (2006). The truncated and straight lines parallel to the 

frequency axis represent the critical values at the 5% and 10% levels of significance, 

respectively. The first part of the graph indicates the causality running from the RISE index to 

the VIX. The test statistic value is below the critical value. In this case, there is no causality 

running from the RISE index toward the VIX. It is thought that the risk appetite index of a 

developing country does not result in a statistically significant causality on the global risk 

appetite index such as the VIX, and is also consistent with market expectations. The second 

part of the graph indicates the causality running from the VIX toward the RISE index. Since 

the test statistic value is above the critical value, there is causality for all computable frequencies 

running from the VIX toward the RISE index. 

As a result of this study, in which the volatility spillover effect is tested using volatility 

indexes, the existence of the volatility spillover effect running from developed country-specific 

volatility indexes toward developing country-specific volatility indexes is detected. These 

results are similar to the previous studies on volatility and uncertainty dynamics as examined 

by Yu and Hassan (2008) Korkmaz and Çevik (2009), Kaya and Çoşkun (2015), Erdoğdu and 

Baykut (2016), Bajo-Rubio et al. (2017), and Akadiri, Alola & Uzuner (2019). This study 

differs from other studies on certain aspects such as that other studies usually examined whether 

on not the volatility spillover effect exists in the countries’ stock exchange indexes and whether 

or not the VIX is related to the volatility in the stock indexes of various countries, whereas the 

volatility spillover is examined based on the risk appetite indexes in this study. Accordingly, it 

can be said that throughout volatile VIX periods, the stakeholders may expect more intense 



dividends. On this issue, Ismailescua and Kazemi (2011) stated that the stockholders could be 

protected with international diversification during periods of high volatility. In addition, as the 

VIX has an causal effect on the RISE in all periods, it can be suggested that in periods when 

the VIX is raised, investors may use more sophisticated active investment strategies instead of 

passive investment strategies which is also implied by Ratner ve Chiu (2017). As a matter of 

fact, Bleich et al., (2013) asserted that the change in the interest rate policy of central banks in 

times of high volatility might contribute to stability in national markets. 

5. Conclusion and Policy Direction 
The volatility spillover effect expressed as the impact of fluctuations in a country’s markets 

on other country’s markets is widespread, especially in financial markets. Also, there are studies 

in the literature conducted on the volatility spillover effect not only concerning financial 

markets but also commodity markets. In this context, there may be a similar interaction amongst 

the investors’ risk appetites. For this purpose, detecting whether or not the volatility between 

the global risk appetite index (the VIX) and the risk appetite indicator of the investors in Turkey 

(the RISE index) is contagion involves the subject of this study. In this context, it is aimed to 

determine whether or not the causal relationship between the VIX and the RISE index exists, 

and whether it is permanent or temporary in case such causality exists. Both Granger causality 

and Breitung and Candelon frequency domain causality analyses are applied in the study. 

According to Granger causality analysis results, a causal relationship running from the VIX 

toward the RISE index is found, whereas no causality running from the RISE index toward the 

VIX is found. According to the results of Breitung and Candelon causality analysis that is 

conducted to detect the existence of causal relationship at different frequencies, it is concluded 

that such causality is permanent, as there is a short-, medium- and long-term causality running 

from the VIX toward the RISE index.  

5.1 Policy Direction 

In the analysis results, it is suggested that the VIX is a parameter that must be followed by the 

stock exchange investors in Turkey and the investors who wish to invest in the stock markets 

in the short-, medium-, and long-run must make investment decisions concerning the VIX 

besides other parameters. In terms of market-makers such as the central bank, monitoring the 

VIX may contribute to the establishment of a preventive policy in order to eliminate the adverse 

impacts of the global crises on the global markets. As stated by Whaley (2008), monitoring of 



the VIX, which is also accepted as a global crisis indicator,  by the players who trade in financial 

markets would allow them to take positions in advance for the adverse situations they may face. 

Upon evaluating the results of the study in terms of stockholders, it is possible to claim that 

capital gains would be affected by the volatility of the VIX, whereas profit gains would be less 

affected. Performing similar analyses along with risk appetite indexes of other countries and 

the impact of risk appetite indexes on bond and futures markets would constitute the subjects 

of new studies to be conducted in the future. 
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