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#### Abstract

In this paper, a new collocation method based on Euler polynomials is improved for the numerical solution of generalized pantograph equations. This method transforms the generalized pantograph equations into the matrix equation with the help of Euler polynomials and collocation points. This matrix equation corresponds to a system of linear algebraic equations with the unknown Euler coefficients. By solving this system, the unknown Euler coefficients of the solution are found. Some numerical examples are given and comparisons with other methods are made in order to demonstrate the applicability and validity of the proposed method.
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## 1 Introduction

The pantograph equations are one of the important classes of delay differential equations, which arise in many scientific models such as population studies, controls of mechanical systems, medical biology, electrodynamics and dynamical systems etc., and they also arise in modeling of various phenomena in science and engineering $[1,2,3]$. These equations have been investigated by many authors and both analytical and numerical methods have been developed, some of which are Runge-Kutta and modified Runge-Kutta methods [4,5], differential transform method [6], Taylor collocation method [7], variational iteration method [8,9], homotopy perturbation method [10], $\varepsilon$-Approximate polynomial method [11], shifted Chebyshev polynomial approximation [12] and various collocation methods [13, 14, 15, 16, 17, 18, 19].

The main idea of the collocation method is to seek the unknown solution function in the form of a linear combination of some basis functions with unknown coefficients. Here, basis functions can be preferred as orthogonal polynomials according to their particular properties, which make them especially ideal for a problem under consideration. In recent years, the various collocation methods have been studied by many authors to obtain solutions of problems arising in different fields of science and engineering $[7,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26]$.

In this paper, a new collocation method based on Euler polynomials is proposed to solve the following generalized pantograph equation numerically

$$
\begin{equation*}
y^{(n)}(t)=\sum_{j=0}^{J} \sum_{k=0}^{n-1} p_{j k}(t) y^{(k)}\left(\lambda_{j k} t+\mu_{j k}\right)+g(t), t \geq 0 \tag{1}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
y^{(i)}(0)=c_{i}, \quad i=0,1,2, \ldots, n-1 \tag{2}
\end{equation*}
$$

where $p_{j k}(t)$ and $g(t)$ are given analytical functions, and $\lambda_{j k}, \mu_{j k}, c_{i}$ are appropriate constants.

## 2 Euler polynomials and their some properties

Euler polynomials and numbers, introduced by Euler in 1740, have special properties and applications in different fields of mathematics like analysis, number theory, differential geometry and algebraic topology. The various properties and relationships involving these polynomials found in many books. The explicit form of well-known Euler polynomials of n -th degree is defined as

$$
\begin{equation*}
E_{n}(t)=\sum_{k=0}^{n}\binom{n}{k} \frac{E_{k}}{2^{k}}\left(t-\frac{1}{2}\right)^{n-k}, n \in N \tag{3}
\end{equation*}
$$

where $E_{k}$ are Euler numbers. The Euler polynomials have the following known relation for $n \in N^{+}$

$$
\begin{equation*}
E_{n}^{\prime}(t)=n E_{n-1}(t) . \tag{4}
\end{equation*}
$$

The first Euler polynomial is $E_{0}(t)=1$, and the next four are as follows

$$
E_{1}(t)=t-\frac{1}{2}, E_{2}(t)=t^{2}-t, E_{3}(t)=t^{3}-\frac{3}{2} t^{2}+\frac{1}{4}, E_{4}(t)=t^{4}-2 t^{3}+t
$$

If Euler polynomial is presented as a vector in the form $E(t)=\left[\begin{array}{llll}E_{0}(t) & E_{1}(t) & \cdots & E_{N}(t)\end{array}\right]$, then the derivative of the $E(t)$, using (4), can be denoted in the matrix form by

$$
\begin{equation*}
\left[E^{\prime}(t)\right]^{T}=M[E(t)]^{T} \tag{5}
\end{equation*}
$$

where

Accordingly, the kth derivative with respect to $t$ of $E(t)$ can be obtained by

$$
\begin{align*}
{\left[E^{\prime}(t)\right]^{T} } & =M[E(t)]^{T} \Rightarrow E^{\prime}(t)=E(t) M^{T}, \\
E^{\prime \prime}(t) & =E^{\prime}(t) M^{T}=E(t)\left(M^{T}\right)^{2}, \\
E^{\prime \prime \prime}(t) & =E^{\prime}(t)\left(M^{T}\right)^{2}=E(t)\left(M^{T}\right)^{3}, \tag{6}
\end{align*}
$$

$$
\vdots
$$

$$
E^{(k)}(t)=E^{(k-1)}(t)\left(M^{T}\right)^{k-1}=E(t)\left(M^{T}\right)^{k}
$$

where M is the Euler operational matrix of derivative.

## 3 Euler collocation method (ECM)

First, we suppose that the solution of the (1) is expressed in the form

$$
\begin{equation*}
y(t)=\sum_{j=0}^{N} a_{j} E_{j}(t) \tag{7}
\end{equation*}
$$

$$
\begin{aligned}
& E(t)=\left[E_{0}(t) E_{1}(t) \cdots E_{N-1}(t) E_{N}(t)\right], \\
& E^{\prime}(t)=\left[E^{\prime}{ }_{0}(t) E^{\prime}{ }_{1}(t) \cdots E^{\prime}{ }_{N-1}(t) E_{N}^{\prime}(t)\right], \\
& M=\left[\begin{array}{cccccc}
0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 2 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & (N-1) & 0 & 0 \\
0 & 0 & \cdots & 0 & N & 0
\end{array}\right]_{(N+1) \times(N+1)} .
\end{aligned}
$$

where $N$ is any chosen positive integer, $a_{j}$ are unknown Euler coefficients, and $E_{j}(t)$ are the Euler polynomials. Then, the approximate solution $y(t)$ given by (7) can be written in matrix form as:

$$
\begin{equation*}
y(t)=E(t) A \tag{8}
\end{equation*}
$$

where the Euler vector $E(t)$ and the Euler coefficient vector $A$ are given by

$$
\begin{gather*}
E(t)=\left[\begin{array}{llll}
E_{0}(t) & E_{1}(t) & \cdots & E_{N}(t)
\end{array}\right] \\
A^{T}=\left[\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{N}
\end{array}\right] \tag{9}
\end{gather*}
$$

respectively. With the help of (6), the $k$ th derivative of $y(t)$ can be expressed in the matrix form by

$$
\begin{equation*}
y_{N}^{(k)}(t)=E^{(k)}(t) A \tag{10}
\end{equation*}
$$

By using relations (6) and (10), we obtain matrix relations

$$
\begin{equation*}
y_{N}^{(k)}(t)=E(t)\left(M^{T}\right)^{k} A \tag{11}
\end{equation*}
$$

By substituting (8) and (11) into (1), we get

$$
\begin{equation*}
E(t)\left(M^{T}\right)^{n} A=\sum_{j=0}^{J} \sum_{k=0}^{n-1} p_{j k}(t) E\left(\lambda_{j k} t+\mu_{j k}\right)\left(M^{T}\right)^{k} A+g(t) \tag{12}
\end{equation*}
$$

where

$$
E\left(\lambda_{j k} t+\mu_{j k}\right)=\left[E_{0}\left(\lambda_{j k} t+\mu_{j k}\right) E_{1}\left(\lambda_{j k} t+\mu_{j k}\right) \cdots E_{N}\left(\lambda_{j k} t+\mu_{j k}\right)\right]
$$

To obtain the unknown Euler coefficients, the collocation points $t_{i}=i / N, i=0,1,2, \ldots, N$ are put into (12) and the systems of the matrix equations are obtained as

$$
\begin{equation*}
E\left(t_{i}\right)\left(M^{T}\right)^{n} A=\sum_{j=0}^{J} \sum_{k=0}^{n-1} p_{j k}\left(t_{i}\right) E\left(\lambda_{j k} t_{i}+\mu_{j k}\right)\left(M^{T}\right)^{k} A+g\left(t_{i}\right) \tag{13}
\end{equation*}
$$

This system can be rescripted as follows

$$
\begin{equation*}
\left\{\tilde{E}\left(M^{T}\right)^{n}-\sum_{j=0}^{J} \sum_{k=0}^{n-1} P_{j k} \tilde{E}_{j k}\left(M^{T}\right)^{k}\right\} A=G \tag{14}
\end{equation*}
$$

where

$$
\begin{gathered}
\tilde{E}=\left[\begin{array}{cccc}
E_{0}\left(t_{0}\right) & E_{1}\left(t_{0}\right) & \cdots & E_{N}\left(t_{0}\right) \\
E_{0}\left(t_{1}\right) & E_{1}\left(t_{1}\right) & \cdots & E_{N}\left(t_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
E_{0}\left(t_{N}\right) & E_{1}\left(t_{N}\right) & \cdots & E_{N}\left(t_{N}\right)
\end{array}\right] \\
\tilde{E}_{i j}=\left[\begin{array}{cccc}
E_{0}\left(\lambda_{j k} t_{0}+\mu_{j k}\right) & E_{1}\left(\lambda_{j k} t_{0}+\mu_{j k}\right) & \cdots & E_{N}\left(\lambda_{j k} t_{0}+\mu_{j k}\right) \\
E_{0}\left(\lambda_{j k} t_{1}+\mu_{j k}\right) & E_{1}\left(\lambda_{j k} t_{1}+\mu_{j k}\right) & \cdots & E_{N}\left(\lambda_{j k} t_{1}+\mu_{j k}\right) \\
\vdots & \vdots & \ddots & \vdots \\
E_{0}\left(\lambda_{j k} t_{N}+\mu_{j k}\right) & E_{1}\left(\lambda_{j k} t_{N}+\mu_{j k}\right) & \cdots & E_{N}\left(\lambda_{j k} t_{N}+\mu_{j k}\right)
\end{array}\right]
\end{gathered}
$$

$$
P_{j k}=\left[\begin{array}{cccc}
p_{j k}\left(t_{0}\right) & p_{j k}\left(t_{0}\right) & \cdots & p_{j k}\left(t_{0}\right) \\
p_{j k}\left(t_{1}\right) & p_{j k}\left(t_{1}\right) & \cdots & p_{j k}\left(t_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
p_{j k}\left(t_{N}\right) & p_{j k}\left(t_{N}\right) & \cdots & p_{j k}\left(t_{N}\right)
\end{array}\right], G=\left[\begin{array}{c}
g\left(t_{0}\right) \\
g\left(t_{1}\right) \\
\vdots \\
g\left(t_{N}\right)
\end{array}\right] .
$$

Briefly, (14) can be written in the form

$$
\begin{equation*}
W A=G \text { or }[W ; G] \tag{15}
\end{equation*}
$$

where

$$
W=\left\{\tilde{E}\left(M^{T}\right)^{n}-\sum_{j=0}^{J} \sum_{k=0}^{n-1} P_{j k} \tilde{E}_{j k}\left(M^{T}\right)^{k}\right\}
$$

Thus, (1) is transformed into matrix equation which corresponds to a system of (N+1) linear algebraic equations with unknown Euler coefficients which can be written in following augmented matrix form

$$
[W ; G]=\left[\begin{array}{ccccc}
w_{00} & w_{01} & \cdots & w_{0 N} & ; g\left(t_{0}\right)  \tag{16}\\
w_{10} & w_{11} & \cdots & w_{1 N} & ; g\left(t_{1}\right) \\
\vdots & \vdots & \ddots & \vdots & ; \\
w_{N 0} & w_{N 1} & \cdots & w_{N N} & ; g\left(t_{N}\right)
\end{array}\right]
$$

Next, using (7) and (10) at $t=0$, initial conditions given in (2) can be written in the form of matrix representation as

$$
\begin{equation*}
E(0)\left(M^{t}\right)^{i} A=\left[c_{i}\right], \quad i=0,1,2, \ldots, n-1 \tag{17}
\end{equation*}
$$

Thus, the matrix form of (2) is:

$$
\begin{equation*}
U_{i} A=\left[c_{i}\right] \text { or }\left[U_{i} ; c_{i}\right], \quad i=0,1,2, \ldots, N-1 \tag{18}
\end{equation*}
$$

where

$$
U_{i}=E(0)\left(M^{t}\right)^{i}=\left[\begin{array}{llll}
u_{i 0} & u_{i 1} & \ldots & u_{i N}
\end{array}\right], i=0,1,2, \ldots, n-1
$$

Finally, by replacing the last $n$ rows of the augmented matrix (16) by the row matrices (18), we reduce the generalized pantograph equation (1) under conditions (2) to the following linear system of algebraic equations

$$
\begin{equation*}
\tilde{W} A=\tilde{G} \tag{19}
\end{equation*}
$$

where

$$
\tilde{W}=\left[\begin{array}{cccccc}
w_{01} & w_{02} & \cdots & w_{0 N} & ; & g\left(t_{0}\right)  \tag{20}\\
w_{10} & w_{11} & \cdots & w_{1 N} & ; & g\left(t_{0}\right) \\
\vdots & \vdots & \ddots & \vdots & ; & \vdots \\
w_{(N-i) 0} & w_{(N-i) 1} & \cdots & w_{(N-i) N} & ; g\left(t_{N-i)}\right. \\
u_{00} & u_{01} & \cdots & u_{0 N} & ; & c_{0} \\
u_{10} & u_{11} & \cdots & u_{1 N} & ; & c_{1} \\
\vdots & \vdots & \ddots & \vdots & ; & \vdots \\
u_{(n-1) 0} & u_{(n-1) 1} & \cdots & u_{(n-1) N} & ; & c_{n-1}
\end{array}\right]
$$

If $\operatorname{rank} \tilde{W}=\operatorname{rank}[\tilde{W}: \tilde{G}]=N+1$, the linear system (19) has a unique solution and the matrix $A$, which is represented Euler coefficients, is determined by $A=(\tilde{W})^{-1} \tilde{G}$. On the other hand, if $\operatorname{det}(\tilde{W})=0$ and $\operatorname{rank} \tilde{W}=\operatorname{rank}[\tilde{W}: \tilde{G}]<N+1$, then we may obtain the particular solutions. Otherwise, if $\operatorname{rank} \tilde{W} \neq \operatorname{rank}[\tilde{W}: \tilde{G}]$, then there is no solution.

## 4 Numerical examples

In this section, some examples are given to illustrate the applicability, effectiveness, and accuracy of ECM.

Example 1. Firstly, let us consider the following pantograph equation [14, 17]

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)=\frac{3}{4} y(t)+y\left(\frac{t}{2}\right)-t^{2}+2, t \in[0,1]  \tag{21}\\
y(0)=y^{\prime}(0)=0
\end{array}\right.
$$

In this problem, $p_{00}(t)=3 / 4, p_{10}(t)=1$ and $g(t)=-t^{2}+2$. By applying ECM with $N=3$, we may write the approximate solution in the form

$$
\begin{equation*}
y_{3}(t)=\sum_{j=0}^{3} a_{j} E_{j}(t) \tag{22}
\end{equation*}
$$

where $p_{00}(t)=\frac{3}{4}, p_{10}(t)=1, g(t)=-t^{2}+2$. The collocation points for $\mathrm{N}=3$ is calculated as $\left\{t_{0}=0, t_{1}=1 / 3, t_{2}=2 / 3, t_{3}=1\right\}$.From (14), the fundamental matrix equation of (21) is written as

$$
\begin{equation*}
\left\{\tilde{E}\left(M^{T}\right)^{2}-P_{00} \tilde{E}_{00}-P_{10} \tilde{E}_{10}\right\} A=G \tag{23}
\end{equation*}
$$

where

$$
\begin{gathered}
P_{00}=\left[\begin{array}{cccc}
3 / 4 & 0 & 0 & 0 \\
0 & 3 / 4 & 0 & 0 \\
0 & 0 & 3 / 4 & 0 \\
0 & 0 & 0 & 3 / 4
\end{array}\right], P_{10}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \\
\tilde{E}=\left[\begin{array}{cccc}
1 & -1 / 2 & 0 & 1 / 4 \\
1 & -1 / 6 & -2 / 9 & 13 / 108 \\
1 & 1 / 6 & -2 / 9 & -13 / 108 \\
1 & 1 / 2 & 0 & -1 / 4
\end{array}\right] \\
\tilde{E}_{10}=\left[\begin{array}{cccc}
1 & -1 / 2 & 0 & 1 / 4 \\
1 & -1 / 3 & -5 / 36 & 23 / 108 \\
1 & -1 / 6 & -2 / 9 & 13 / 108 \\
1 & 0 & -1 / 4 & 0
\end{array}\right]
\end{gathered}
$$

Hence the augmented matrix for (21) is computed as

$$
[W ; G]=\left[\begin{array}{cccccc}
-7 / 4 & 7 / 8 & 2 & -55 / 16 & ; & 2 \\
-7 / 4 & 11 / 24 & 83 / 36 & -563 / 432 & ; 17 / 9 \\
-7 / 4 & 1 / 24 & 43 / 18 & 419 / 432 & ; 14 / 9 \\
-7 / 4 & -3 / 8 & 9 / 4 & 51 / 16 & ; & 1
\end{array}\right]
$$

By using (18), the fundamental matrix forms of initial conditions are computed as

$$
\begin{gathered}
{\left[U_{0} ; c_{0}\right]=\left[\begin{array}{llll}
1 & -\frac{1}{2} & 0 & \frac{1}{4}
\end{array}\right]} \\
{\left[U_{1} ; c_{1}\right]=\left[\begin{array}{llll}
0 & 1 & -1 & 0
\end{array}\right]}
\end{gathered}
$$

Therefore, from (20), the new augmented matrix based on the conditions can be obtained as follows

$$
[\tilde{W} ; \tilde{G}]=\left[\begin{array}{cccccc}
-7 / 4 & 7 / 8 & 2 & -55 / 16 & ; & 2 \\
-7 / 4 & 11 / 24 & 83 / 36 & -563 / 432 & ; 17 / 9 \\
1 & -1 / 2 & 0 & 1 / 4 & ; & 0 \\
0 & 1 & -1 & 0 & ; & 0
\end{array}\right]
$$

Solving this system, the unknown Euler coefficients vector is found as follows.

$$
A=\left[\begin{array}{llll}
\frac{1}{2} & 1 & 1 & 0
\end{array}\right]^{T}
$$

By substituting the determined Euler coefficients into (22), the solution of (21) for $\mathrm{N}=3$ is obtained $y_{3}(t)=t^{2}$ which is the exact solution.

Example 2. Now, let us consider the third order pantograph equation [7, 8, 15, 17].

$$
\left\{\begin{array}{l}
y^{\prime}(t)=-y(t)+\mu_{1}(t) y(0.5 t)+\mu_{2}(t) y(0.25 t)  \tag{24}\\
y(0)=1
\end{array}\right.
$$

where $\mu_{1}(t)=-e^{-0.5 t} \sin (0.5 t), \mu_{2}(t)=-2 e^{-0.75 t} \cos (0.5 t) \sin (0.25 t)$. The exact solution of (24) is $y(t)=e^{-t}$ cost. In this problem, $p_{00}(t)=-1, p_{10}(t)=\mu_{1}(t), p_{20}(t)=\mu_{2}(t)$ and $g(t)=0$. From (14), the fundamental matrix equation of (24) is written as

$$
\begin{equation*}
\left\{\tilde{E} M^{T}-P_{00} \tilde{E}_{00}-P_{10} \tilde{E}_{10}-P_{20} \tilde{E}_{20}\right\} A=G \tag{25}
\end{equation*}
$$

By applying the ECM for different values of $\mathrm{N}=3, \mathrm{~N}=5$ and $\mathrm{N}=9$, we obtain the approximate solutions. Fig. 1 shows the absolute error functions $e_{N}(t)=\left|y(t)-y_{N}(t)\right|$. Also, in Table 1, the absolute error functions at the determined points of the given interval are compared with other methods.


Fig. 1: The absolute error functions $e_{N}(t)$ for $\mathrm{N}=3, \mathrm{~N}=5$ and $\mathrm{N}=9$.

Example 3. Let us consider the following pantograph equation $[14,16,17,18]$.

$$
\left\{\begin{array}{l}
y^{\prime \prime \prime}(t)=-y(t)-y(t-0.3)+e^{-t+0.3}, t \in[0,1]  \tag{26}\\
y(0)=1, y^{\prime}(0)=-1, y^{\prime \prime}(0)=1
\end{array}\right.
$$

Table 1: Comparison of the absolute errors corresponding to different methods for (24).

| $t_{i}$ | ECM <br> $\mathrm{N}=9$ | Ref.[7] <br> for N=9 | Ref.[8] | Ref.[15] <br> for N=10 | Ref.[17] <br> for $\mathrm{N}=9$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | $8.80 \mathrm{e}-11$ | $1.30 \mathrm{e}-9$ | $5.65 \mathrm{e}-9$ | $5.03 \mathrm{e}-11$ | $1.21 \mathrm{e}-11$ |
| 0.4 | $7.89 \mathrm{e}-11$ | $1.43 \mathrm{e}-7$ | $2.95 \mathrm{e}-7$ | $3.98 \mathrm{e}-11$ | $9.68 \mathrm{e}-12$. |
| 0.6 | $5.41 \mathrm{e}-11$ | $2.06 \mathrm{e}-6$ | $2.72 \mathrm{e}-6$ | $2.28 \mathrm{e}-11$ | $7.19 \mathrm{e}-12$ |
| 0.8 | $8.55 \mathrm{e}-11$ | $1.21 \mathrm{e}-5$ | $1.24 \mathrm{e}-5$ | $1.23 \mathrm{e}-11$ | $6.82 \mathrm{e}-12$ |
| 1.0 | $2.23 \mathrm{e}-09$ | $4.00 \mathrm{e}-5$ | $3.80 \mathrm{e}-5$ | $2.25 \mathrm{e}-09$ | $5.62 \mathrm{e}-10$ |

with the exact solution $y(t)=e^{-t}$.In this problem $p_{00}(t)=-1, p_{10}(t)=-1, g(t)=e^{-t+0.3}$. By using (14), the fundamental matrix equation of (26) is written as

$$
\begin{equation*}
\left\{\tilde{E}\left(M^{T}\right)^{3}-P_{00} \tilde{E}_{00}-P_{10} \tilde{E}_{10}\right\} A=G . \tag{27}
\end{equation*}
$$

The approximate solution of (26) is obtained for $\mathrm{N}=3,5$ and 9 . Fig. 2 shows the absolute error functions $E_{N}(t)$ for $\mathrm{N}=3$, $\mathrm{N}=5$, and $\mathrm{N}=9$. Table 2 gives the comparison of the absolute errors obtained by ECM and other methods for $\mathrm{N}=8$.


Fig. 2: The absolute error functions $E_{N}(t)$ for $\mathrm{N}=3, \mathrm{~N}=5$ and $\mathrm{N}=9$.

Table 2: Comparison of the absolute errors corresponding to different methods for (26).

| $t_{i}$ | ECM <br> $\mathrm{N}=8$ | Ref.[14] <br> for N$=8$ | Ref.[16] <br> for N=8 | Ref.[17] <br> for N=8 | Ref.[18] <br> for N $=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | $6.07 \mathrm{e}-11$ | $6.20 \mathrm{e}-9$ | $3.70 \mathrm{e}-7$ | $1.00 \mathrm{e}-10$ | $5.11 \mathrm{e}-11$ |
| 0.4 | $3.06 \mathrm{e}-10$ | $5.76 \mathrm{e}-8$ | $2.38 \mathrm{e}-6$ | $4.00 \mathrm{e}-10$ | $2.50 \mathrm{e}-10$. |
| 0.6 | $7.38 \mathrm{e}-10$ | $1.79 \mathrm{e}-7$ | $5.97 \mathrm{e}-6$ | $7.00 \mathrm{e}-10$ | $2.50 \mathrm{e}-10$ |
| 0.8 | $9.81 \mathrm{e}-10$ | $3.73 \mathrm{e}-7$ | $3.48 \mathrm{e}-5$ | $8.00 \mathrm{e}-10$ | $7.11 \mathrm{e}-10$ |
| 1.0 | $2.62 \mathrm{e}-08$ | $6.36 \mathrm{e}-7$ | $2.03 \mathrm{e}-4$ | $2.69 \mathrm{e}-08$ | $2.68 \mathrm{e}-08$ |

Example 4. Finaly, let us consider the pantograph equation with variable coefficients.

$$
\left\{\begin{align*}
y^{\prime \prime \prime}(t)= & t y\left(\frac{t}{3}-1\right)-t y^{\prime}\left(\frac{t}{4}+1\right)-y(t)  \tag{28}\\
& -t\left(e^{-\frac{t}{3}+1}+e^{-\frac{t}{4}-1}\right), 0 \leq t \leq 3 \\
y(0)= & 1, y^{\prime}(0)=-1, y^{\prime \prime}(0)=1
\end{align*}\right.
$$

with the exact solution $y(t)=e^{-t}$. Here, $p_{00}(t)=-1, p_{11}(t)=-t, p_{22}(t)=t$ and $g(t)=-t\left(e^{-\frac{t}{3}+1}+e^{-\frac{t}{4}-1}\right)$. From (14), the fundamental matrix equation of the (28) is

$$
\begin{equation*}
\left\{P_{00} \tilde{E}\left(M^{T}\right)^{3}-P_{00} \tilde{E}_{00}-P_{11} \tilde{E}_{11} M^{T}-P_{22} \tilde{E}_{22}\left(M^{T}\right)^{2}\right\} A=G \tag{29}
\end{equation*}
$$

where $p_{00}(t)=-1, p_{11}(t)=-t, p_{22}(t)=t, g(t)=-t\left(e^{-\frac{t}{3}+1}+e^{-\frac{t}{4}-1}\right)$. By following the present method, we obtain the approximate solutions of (28) for $\mathrm{N}=3,5$ and 9 . Fig. 3 shows the comparison of the absolute error functions for various values of N .


Fig. 3: The absolute error functions $E_{N}(t)$ for $\mathrm{N}=3, \mathrm{~N}=5$ and $\mathrm{N}=9$.

## 5 Conclusion

In this paper, an efficient algorithm, which is named Euler collocation method (ECM), was developed for solving the generalized pantograph equations numerically. This method was illustrated by solving the generalized pantograph equations accurately. By using ECM, these equations were transformed to a linear system of algebraic equations that could be solved easily.

Consequently, the obtained results show that this approach can solve the generalized pantograph equations effectively and this method is consistent with the existing results in the literature. The validity and accuracy of this method is based on the assumption that it converges as the number of collocation points increases. We conclude that the ECM can be considered as an accurate and reliable method for the generalized pantograph equations.
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