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Abstract- In this study, the application of Artificial Neural Network (ANN) techniques was used to predict the performance of 

wastewater treatment plant. The ANN-based model for prediction of effluent biological oxygen demand (BOD) concentrations 

was formed using a three-layered feed forward ANN, which used a back propagation learning algorithm. Based on the mean 

absolute percentage error (MAPE), the sum of the squares error (SSE), the absolute fraction of variance (R2), the root-mean-

square (RMS), the coefficient of variation in percent (cov) values, and ANN models predicted effluent BOD concentration. 

The R2 values were found to be 94.13% and 93.18% for the training and test sets of treatment plant process, respectively. It 

was found that the ANN model could be employed successfully in estimating the daily BOD in the effluent of wastewater 

biological treatment plants.  

Keywords Artificial neural network, Biological oxygen demand, Modeling, Performance assessment, Wastewater treatment 

plant 

 

1. Introduction 

Biological Oxygen Demand (BOD), Chemical Oxygen 

Demand (COD) and Suspended Solid (SS) parameters, 

design and operating of the treatment systems, checking of 

whether wastewater discharge limits are suitable for the 

receiving environment are important parameters used to 

evaluate the performance of the treatment systems. That the 

number of treatment plants and the importance of are 

increasing day by day makes it necessary to apply for new 

methods in first prediction then in analysis of pollutant 

parameters. 

That the influent parameters of wastewater treatment 

plants show great changes makes it difficult to run these 

plants with an optimum performance. Several tools have 

been tried to be developed to run the plants at optimum 

performances especially for the last 10 to 15 years. Among 

these tools, the most commonly used one is a mathematically 

developed active sludge models, employing differential 

equations in a form of matrices. Although active sludge 

models have been being developed through IAWQ 

(International Association of Water Quality) since 1987, 

these models still have some weaknesses and disadvantages. 

Thus, as an alternative to these developed mathematical 

models, artificial intelligence technics which are based on 

neural networks and have more common usage area have 

been lately started to be used and successful results have 

been achieved [1].  

Traditional modeling techniques used in bioprocesses are 

based on balance equations together with rate equations for 

microbial growth, substratum consumption and formation of 

products. Also, since microbial reactions coupled with 

environmental interactions are non-linear, time variable and a 

complex nature [2] of traditional deterministic and empirical 

modeling have shown some limitations [3]. Moreover, 

predicting the plant operational parameters using 

conventional experimental techniques is time consuming and 

is an obstacle in the way of efficient and effective control of 

such processes. The ANN-based models were found to 

provide an efficient and a powerful tool to predict WWTP 

performance [4].  



INTERNATIONAL JOURNAL of ENGINEERING TECHNOLOGIES-IJET 
Harun Türkmenler et al., Vol.3, No.3, 2017 

152 

 

However, in the studies mentioned above, ANN models 

were configurated as single or multiple input and single (or 

two) output(s). For instance, Wen et al. predicted BOD [5], 

Choi et al. modeled Total Nitrogen (TN) [6], Mjalli et al. 

grouped the input–output data in two vectors (one input and 

one output) for the first approach and four vectors (three 

inputs and one output) for the second approach [7]. Most of 

the studies so far have aimed the prediction of overall 

treatment plant performance or performance of a particular 

process, but none of these have considered the consecutive 

subsections (primary and secondary treatment units) in the 

whole WWTP. Models considering the main treatment units 

separately and estimating multiple parameters have not been 

sufficiently developed yet. It is stated by Mingzhi et al. that 

there is still no all-inclusive procedure or method to design 

such intelligent controllers by far because of its semi-

empirical nature in spite of some successful practical 

applications [8]. So, studies carried out so far are mostly 

based on two or three parameters input and single output. 

The ANN model is very effective in representing the 

relationships between input and output variables in nonlinear 

and complex systems. Moreover, ANN models have been 

widely applied to address problems in process forecasting 

and control in water and wastewater treatment [9, 10]. 

In this study, the most critical operation parameters most 

commonly used in declaration of the pollution level of the 

wastewater and checking of the performance of the 

wastewater treatment have been selected as influent-effluent 

control parameters of the model. These parameters are BOD, 

COD and SS, TN, Total Phosphorus (TP) and the flow rate. 

ANN model was developed for the prediction of effluent 

BOD. The model was performed to the influent and final 

effluent streams in the Atakoy Advanced Biological 

Wastewater Treatment Plant (AABWWTP). 

2. Material and Methods 

2.1. General Description of Advanced Biological Wastewater 

Treatment Plant  

 The objective of the plant is to collect the wastewater 

from Bakırkoy, Bahcelievler and Bagcılar districts 

completely and Kücükcekmece and Gaziosmanpasa districts 

partially, which are currently discharged to Ayamama and 

Tavukcu Rivers, and therefore polluting the Marmara Sea, 

through collectors, to convey such wastewater to the 

AABWWTP, where the wastewater is treated in advanced 

level, and finally, to discharge the treated wastewater to the 

environment harmlessly. The treatment plant treats the 

wastewater produced by a population of 1 600 000 people, 

by removing carbon, nitrogen and phosphor with a capacity 

of 400 000 m3/day. Fig. 1. shows the process flow diagram of 

AABWWTP. The sludge produced by the plant is made 

environmentally harmless in the driers.  

Data was taken from the database of AABWWTP of 

Istanbul/Turkey a period of 306 daily records of the year 

2012. This period was satisfactory as it covers all probable 

seasonal variations in the studied variables. To construct the 

model structure, totally 6 critical wastewater quality 

parameters were selected as input variables. The output of 

the ANN model includes BOD. Total 306 data are used and 

from this 276 for training and 30 for testing. 

 

Fig. 1. Process flow diagram of AABWWTP. 

2.2. ANNs 

The ANNs are computer systems developed to 

automatically fulfil the aim of producing new knowledge by 

learning and skills like exploring which are exclusive to 

human brain. It is either extremely difficult or impossible to 

achieve these skills with traditional computer methods. 

Therefore, It can be said for artificial neural network to be a 

computer science branch concentrating on adaptive data 

processing for cases for which programming is either 

impossible or extremely difficult [11]. 

Mjalli et al. has successfully made the predictions of key 

parameters like BOD, COD and SS values in the effluent in 

an urban wastewater treatment plant [7]. Cinar monitored the 

performance of a domestic wastewater treatment plant in 

terms of BOD, SS and fecal coliform parameters and 

successfully predicted the effluent parameters with an ANN 

model [12].  By using a 10-month BOD and SS data of a 

domestic wastewater treatment plant, Hamed et al. showed 

that performance could be predicted correctly based on these 

parameters after a few stages of training [4].   

When the interactions between the inputs and outputs of 

a target events that a neural network is wanted to learn are 

non-linear, Multilayer Perceptron (MLP) Model can be 

utilized. Since the pollution level coming into the treatment 

plant isn’t constant and the correlation between parameters 

can’t be stated through equations, the multilayer perceptron 

model has been used [11]. 

Economical and easy operation of these wastewater 

treatment plants at present is an important subject through 

the utilization of the data that is obtained as the plant is 

operated in the prediction of the data that will be obtained in 

the future. It has today been possible to control the plants 

through modelling in computers by the prediction of 

operation parameters numerically in advance. ANNs are a 

data processing system that has a parallel scattering and is 

composed of many processing units and connections. The 

ability of ANNs to learn and make generalizations over the 

relations of the experimental inputs and outputs without a 

need of any assumption or suggestion provides a big 

contribution to the studies in this field. 
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ANN model was developed to predict effluent BOD 

concentration for the AABWWTP. ANN is an information 

processing system inspired by the way such as biological 

nervous systems e.g. brain. The aim of a neural network is to 

compute output values from input values via some internal 

calculations [13]. 

There are many various kinds of training algorithms. 

Back Propagation Algorithm (BPA) is one of the most 

common classes of training algorithms for Feed Forward 

Neural Networks (FFNNs) [14]. 

To solve complex problems in many different fields of 

application such as pattern recognition, identification, 

classification, speech, vision, and control systems, ANNs 

have been employed successfully. Today, ANNs can be 

trained to solve problems which are difficult for conventional 

computers or human beings. Moreover, one of the plus points 

of ANNs, different from the conventional approach, is that it 

extracts the desired information directly from the data. A 

neuron is the fundamental processing element of a neural 

network. A biological neuron is based on input from other 

sources and perform in a way that a general non-linear 

process on the result of combining them and give the final 

result. An input layer, some hidden layers, and an output 

layer usually compose the network [15]. 

A MLP is the most basic and commonly used ANN. This 

includes at least three or more layers, including an input 

layer, an output layer, and a number of hidden layers. Each 

neuron in one layer is connected to the neurons in the next 

layer, and there are no connections among the units of the 

same layer. Depending on the problem, the number of 

neurons in each layer may change (Fig. 2.). The relationship 

between inputs and outputs can be represented in an easier 

way using biases network. Generally, a transfer function 

including algebraic equations may be linear or non-linear 

[16]. 

In context of this study, the influent values of the 

pollution parameters of the wastewater treatment plant have 

been tried to be taught to the network. Since the network is to 

make predictions based on the values of the network, 

Multilayer Perceptron Model has been chosen. In this 

network, values are supplied to the network on entrance 

layer, and after they pass through sub-layers, they go to the 

output layer, where the answer of the network to the input 

data is served to the world outside. 

 

Fig. 2. A typical MLP neural network. 

Neural networks are formed by input data vectors, 

neurons and output functions. Input data to the neuron are 

transformed by means of a base function and leave by an 

activation function [17] connection between input and output 

data and neurons is made by weight factors, which determine 

the effect of the input variable on the neuron. 

The weighted sum of input components is calculated as 

                                                (1) 

where Net j is the weighted sum of the j th neuron for the 

input received from the preceding layer with n neurons, wij is 

the weight between the j th neuron and the i th neuron in the 

preceding layer, and xi is the output of the i th neuron in the 

preceding layer. The output of the j th neuron, outj, is 

calculated using a sigmoid function as follows: 

             (2) 

where k is a constant that is used to control the slope of 

the semi linear region. Non-linear Sigmoid activates in each 

layer except the input layer [18]. 

Through a particular training pattern in which it adjusts 

the weights by a small amount at a time, the BPA, as one of 

the most famous training algorithms for the MLP, is a 

gradient descent technique to minimise the error. The 

conjugate gradient algorithm (CGA) and the scaled conjugate 

gradient algorithm (SCGA) as several adaptive learning 

algorithms have newly been explored. In CGA, to determine 

an appropriate step size, which makes the CGA faster than 

BPA, a search is made in each iteration along the conjugate 

gradient direction. SCGA is more effective than BPA and 

CGA [19]. By using a step size scaling mechanism, SCGA 

avoids a time-consuming line search per learning iteration 

[20]. 

3. Results and Discussion 

3.1. ANNs in Certain Formulation of Treatment Process  

In this study, ANN is used to develop a formula based on 

the logistic sigmoid (logsig)  transfer function. The data used 

for training and testing ANN was obtained from 

AABWWTP. The result of using the normalization values 

shown in the Table 1, inputs and outputs are normalized in 

the (0–1) range. In Table 1, the maximum and minimum 

values of inputs and outputs are also showed. There are six 

input parameters in the input layer, namely the Qw, 

BODinfluent, CODinfluent, SSinfluent, TNinfluent, and TPinfluent and 

the output parameter is BODeffluent (Fig. 3). The range of 

inputs and outputs in the trained network is given in Table 1. 

With a binary sigmoidal transfer function, the chosen 

network architecture was 6-9-1 (Fig. 3); SCG was the 

learning algorithm used. 10 000 iterations were performed in 

order to find out the optimum result. 
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Table 1. The range of input and output parameters and 

normalization values 

 

 

Fig. 3. The architecture of proposed backpropagation 

neural network. 

The network uses the default SCG algorithm for training. 

The application randomly divides input vectors and target 

vectors into two sets as follows: 90% is used for training; 

10% is used to validate that the network is generalizing and 

to stop training before over-fitting. 

For effluent BOD of the training errors are ensured 

below. Results showed that errors for each condition were 

quite satisfactory. Thus, the trained Artificial Neural 

Networks was shown good results quite satisfactory. The 

performance of training and test sets and the trained ANN 

statistical parameters are shown in Figures 4 and 5, and in 

Table 2, respectively. As shown in Figures 4 and 5, and in 

Table 2, the correlation factor, for any two sets, a pretty high 

proof of the correctness of trained ANN model. 

Table 2. Statistical parameters of the ANN formulation. 

 Training set Test set 

MAPE 23.8079 24.3268 

SSE 2.3666 0.3334 

RMS 0.0929 0.1037 

cov 0.2569 0.2743 

R2 0.9413 0.9318 

 

 

 

 

 

Fig. 4 The performance of the training set. 

 

 

Fig. 5 The performance of the test set. 

The MAPE, SSE, R2, RMS, and the cov are defined as 

follows, respectively: 

                                       (3) 

                           (4) 

  (5) 

                      (6) 

            (7) 

where o is the output value, p is the pattern, omean is the mean 

value of all output data, and t is the target value. 

The maximum MAPEs were found to be 23.8079% and 

24.3268% and the R2 values to be approximately 0.9413 and 

0.9318 for the training and test sets for the effluent BOD 

model, respectively. In this case, the network response is 

satisfactory, and simulation can be used for entering new 

inputs. 

ANN models predicted the dynamic behavior of BOD 

concentrations with good accuracy and provided a very good 

fit to the training data and the testing data (Figs. 4 and 5). 

The proposed neural networks can satisfactorily describe the 

behavior of the process. As a result, the predicted effluent 

Parameters Range of 

values 

Normalization 

value 

Qw (m3/sn)      5,52-0,99              6,9 

BODinfluent (mg/L)                                                  560-120              700 

CODinfluent (mg/L)     2.352-325              2940 

SSinfluent (mg/L)     1.744-148              2180 

Total-Ninfluent (mg/L)       132-26              165 

Total-Pinfluent (mg/L)       25,50-4,20              31,88 

BODeffluent (mg/L)          37-4              46,25 
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BOD rates matched the observed concentrations based on the 

relatively low SSE, MAPE and very high R2 values, 

suggesting good prediction performance of the models. 

When considering the high level of complexity of these 

biological processes, the broadness of the data range and the 

computed error values, it is seen that the method successfully 

predicts the target output. 

ANN method is an economical and useful method which 

can be used in prediction of effluent values and efficiency as 

the experimental work is both costly and time-consuming. As 

a consequence of the studies carried out, it has been seen that 

MLP model, which has been modelled through the data used 

from the AABWWTP values had a great match with the real 

data. 

3.2. Certain Formulation of Effluent BOD 

By using the parameters (inputs, weights, normalization 

factors) of the proposed ANN model, the certain formulation 

of effluent BOD is derived. From the trained ANN, all 

necessary parameters are gated, and from the weights of the 

trained ANN model, the certain expression is formed. In 

Tables 3 and 4, the weights and bias values in the derivations 

of ANN based formulations are given. Each input is 

multiplied by a connection weight. 

 

Table 3. Weight and bias values between input and hidden layers. 

Weights   Number of hidden layer neurons (i) 

1 2       3               4              5                 6              7                8                   9 

w1i -22,088 -25,193 -24,737 -12,696 5,5185 -8,3588 16,211 21,819 -76,642 

w2i -13,351 -15,793 21,3465 -1,1106 -6,2143 25,6021 -12,314 -19,088 25,8532 

w3i -1,0371 2,9238 -17,403 -1,2963 -6,135 -0,1825 -1,7067 17,7272 56,167 

w4i 1,5861  0,59 -38,798 4,5001 -15,806 18,0896 13,325 29,2159 -20,066 

w5i 3,6185 5,8039 28,1283 -18,064 12,3541 -25,636 -7,3943 -21,79 -56,363 

w6i -7,3057 -9,3036 16,6211 4,632 9,5572 13,19 8,0006 -11,485 0,3147 

Bias 19,2864 21,6877 -6,5005 8,8204 5,3474 -6,8099 -0,5591 4,0212 34,5093 

  

Table 4. Weight values between output and hidden layers. 

Weights   Number of hidden layer neurons (i) 

    1      2      3                4               5              6              7              8               9 

wi 18,8592 -16,273 13,5517 -4,3086 -9,6423 1,0393 -5,6049 16,8257 1,0551 

 

In a simple manner, to generate a result first of all 

products and biases are simply gathered, then transformed 

through a transfer function (logistic sigmoid), and finally 

outputs are obtained more easily. Inputs and outputs are 

normalized prior to the learning process of artificial neural 

networks. Normalization values to obtain a correct result 

from the proposed formulas have to be thoroughly 

considered in this study. Proposed formulation as input 

parameters obtained from the Table 1 between the maximum 

and minimum values should be noted that current [21]. -

2.8380 is bias value between hidden layer and output.  

4. Conclusions 

In wastewater treatment plants, important parameters of 

the effluent, BOD, COD, SS, TN and TP, have to be 

monitored. When these modelling practices are compared to 

the traditional ones the formers have a lot of advantages. The 

most important of them is getting the result correctly and 

quickly. So, by means of using past data for more than one 

parameter or component predictions can be done toward 

future and experimental practice need can be minimized and 

thus, operation costs of the plant can be greatly reduced. 

Another important advantage of ANNs is that due to their 

fast-learning ability they can solve a question that they have 

never encountered before. Therefore, usage of ANNs in 

modelling practices of wastewater treatment plant has 

become more common. This paper reveals that estimation of 

effluent BOD for wastewater treatment process using ANN 

verifies to be a better technique than conventional 

mathematical modeling. ANN gives very satisfactory results 

for the proposed model.  

This study confirms the ability of the artificial neural 

network modeling to forecast the performance of 

AABWWTP. The proposed certain formulation in the 

present study will be of help to make this procedure short in 

a more effective manner than experimental works.  

Through the knowledge of the parameters affecting the 

efficiency of the treatment, new and theoric output and 

efficiency values can be produced by means of using trained 

and tested ANN analysis without doing further experimental 

studies. As a result, ANN is an effective method in 

prediction of the effluent BOD concentrations of 

AABWWTP and the efficiency values based on those. 

It is concluded that, ANN provides an effective 

analyzing and diagnosing tool to understand and simulate the 

non-linear behavior of the treatment process, and is used as a 

valuable performance assessment tool for plant operators and 

decision makers. 
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