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Nowadays, the power consumption and dependable repeated data collection are causing the main issue for fault or collision
in controller area network (CAN), which has a great impact for designing autonomous vehicle in smart cities. Whenever a
smart vehicle is designed with several sensor nodes, Internet of Things (IoT) modules are linked through CAN for reliable
transmission of a message for avoiding collision, but it is failed in communication due to delay and collision in com-
munication of message frame from a source node to the destination. Generally, the emerging role of IoT and vehicles has
undoubtedly brought a new path for tomorrow’s cities. The method proposed in this paper is used to gain fault-tolerant
capability through Probabilistic Automatic Repeat Request (PARQ) and also Probabilistic Automatic Repeat Request
(PARQ) with Fault Impact (PARQ-FI), in addition to providing optimal power allocation in CAN sensor nodes for en-
hancing the performance of the process and also significantly acting a role for making future smart cities. Several message
frames are needed to be retransmitted on PARQ and fault impact (PARQ-FI) calculates the message with a response

probability of each node.

1. Introduction

In recent days, the avoidance of the traffic congestion in
smart cities has become a major research trend [1, 2]. The
autonomy nature of IoT brings virtual representation and
unique identification of devices, applications, and ser-
vices which helps for building a block of future smart
cities [3, 4]. The emerging characteristics of the smart
sensing system and vehicles make it possible for its
enormous use like huge data collection and processing,
transferring of data among the nodes of the network,
connectivity of the nodes, decision making, and working
accordingly by the devices [5, 6]. Due to that reason, to
design a smart vehicle that contains some sensor nodes,
Arduino microcontroller and also Controller Area

Network (CAN) can be used. The CAN protocol provides
a serial bus communication for a reliable and robust
platform to transmit and receives a message from one
sensor node to another [7, 8]. Using the CAN bus also
provides a backbone for managing smart or automotive
vehicle system engine control units (ECUs), brakes, and
other components [9]. This CAN protocol is also used to
improve the performance through distributed control
and monitoring the congestion by virtue of sending
priority messages from the various units of the vehicle
[9, 10]. In this system, a carrier sense multiple access/
collision detection (CSMA/CD) protocol and priority
message scheduling are implemented to control overall
communication, thereby reducing the cause of delays
[11].
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The CAN incorporates mechanism to design a real-time
system with fault tolerance for communication at the time of
occurrence of an error [12]. This system generally works in an
electrical environment, whereas the communication is af-
fected by electromagnetic interference (EMI) or any internal/
external noise [13]. This noise can lead to reduction of per-
formance of an automotive vehicle [13, 14]. There is a reason
for causing an error or fault due to the unintended use of
automatic repeat request (ARQ) [15]. Here, the corrupted
message frames need to be retransmitted, but in this case,
noncorrupted messages are also equally reforwarded, which
causes inefficient utilization of the system resources [16]. So, it
also takes more time to resend a long message, and thus, the
response time of this message can be increased to cause an
error. The system efficiency and overall performance are
reduced due to the stop-and-wait resending strategy and
wrong assigning of message length of the CAN bus [17]. This
paper aims at enhancing the performance by adding a single
error bit that depends on the impact of a faulty or corrupted
message [18]. At the same time, CAN communication process
is also improved through the analysis of probability automatic
repeat request (PARQ) with its fault impact (PARQ-FI) which
can verify the information message priority before
retransmission.

This smart vehicle is connected with the Arduino con-
troller to manage the various transmissions of messages
from one sensor node to another [19]. When this controller
is integrated with the CAN bus, then its transmission
method is enhanced. There are also other factors like vehicle
cabling pattern, unnecessary retransmission of frame, and
poor energy source communication with distinct sensor
nodes [20, 21]. Due to collision, data packets are consumed
with excess energy which needs to retransmit fault packet for
making an error-free system. Energy collection in today’s
world is being achieved from environmental sources of
energy, such as solar, thermal, and vibration, to increase the
source of sensor nodes from renewable energy [22-24].
Thus, the CAN protocol uses some fault controlling
mechanism such as bit stuffing, acknowledgment verify,
cyclic redundancy checking (CRC), and fault signaling,
thereby saving power for retransmission of frame [25].

1.1. Problem Statement. In recent days, the main cause of
road accidents arises very highly due to drowsiness and
careless driving. Whenever the vehicle driver suddenly
becomes conscious of braking, then the collision happens at
the time of message packet communication in various nodes
of the existing vehicle system. Generally, the data packets are
lost or corrupted and also delayed in response that causes a
fault in message transmission. Due to that, it is required to
plan a smart autonomous vehicle to avoid a collision which
is integrated with IoT modules and CAN serial bus protocol
to reduce many road mishaps. So, it is used to implement an
efficient fault-tolerant CAN protocol with an energy har-
vesting method to avoid the cause of the collision at the time
of driving. Adding an autonomous movement is highly
needed to an existing vehicle system availing for road safety
as well as to making future smart cities.
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1.2. Contribution to This Work. An efficient fault-tolerant
and also optimal power allocation system is implemented on
the smart autonomous vehicle by IoT modules using the
Arduino controller and CAN bus on various sensor nodes of
the system. The controlling of fault handling mechanism is
applied through PARQ and PARQ-FI for assigning the
priority of retransmission of message frames to transmit data
to the brake of a vehicle for avoiding the collision. It is also
providing an optimal approach to enhancement of power
allocation in CAN network by implementing energy cost
model with retransmission of data packet. Through effective
packet routing and a congestion monitoring approach, the
suggested paper optimally decreased power usage and data
loss.

The rest of the paper is arranged accordingly. The lit-
erature review is discussed in Section 2. Section 3 provides a
more detailed overview of the proposed system and the
methodology in Section 4. Section 5 describes the tests and
interpretation of the results. Section 6 concludes the article
together with the likely scope for the future.

2. Literature Review

An efficient fault-tolerant algorithm for controller area
network (CAN) is discussed in [26] that provides a tech-
nique to detect a fault at run time. This diagnosis algorithm is
developed for a low-cost integrated system that can detect all
defective nodes on CAN. Then, these faulty nodes are
repaired during the detection process. So, it provides a
single-way communication process with the help of standard
CAN protocol with reliable communication of messages.
This method only detects all faulty nodes at a particular
period. When the testing process is not synchronized in
time, then its performance is reduced, so it can be enhanced
by a new perceptive of an algorithm for good repairing logic
through proper synchronization of timing. Authors in [27]
have proposed fault-tolerant convolutional neural networks
(CNNs) for correcting serious errors in the real-time system.
This technique provides safety for critical soft errors that are
caused by an excess of voltage, temperature, and abnormal
formation of an energy participle. The main cause of these
soft errors is controlled through the implementation of
three-way methods like using the technique of checksum,
standard matrix-matrix multiplication, and the evaluation
way of ImageNet using CNN models (AlexNet, VGG-19,
etc.). But these experiments can be tested for soft errors in
the restricted situation to minimize the overhead of an
execution. That is why it is further planned to extend their
work through more implementation of CNN model
frameworks.

A novel identification technique is proposed in [28],
which runs on the physical layer of the vehicular CAN
network. The objective of this paper is to detect the erro-
neous electrical signaling of electronic control units (ECUs)
of CAN messages. This process provides an efficient method
for improving the CAN standard network for optimally
detecting correct ECUs and improvising the logic for cor-
rection and detection of corrupted frame of ECUs, which is a
vital requirement for avoiding surface attacks, road safety,
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and flexibility to driver. So, it does not provide the optimal
frame format of standard CAN without modifying the ar-
chitecture of ECUs and thus, it can give better performance
by enhancing the frame format of CAN. A dynamic energy
harvesting torque technique is capable of providing a vector
process to control and improve the efficiency of the motor
wheel movement as elaborated in [29]. This vector process
algorithm is capable of efficiently optimizing power con-
sumption and executive torque of each side of the vehicle,
which very swiftly reduces the run-time computation load,
thereby allocating reasonable torque space for each side
wheel of the vehicle. The nonlinear optimization criticality is
swiftly transformed to optimal torque distribution of each
side, which provides better optimal reduction of power loss
between 13.9% and 18.9%, and also it needs a more advanced
method for limiting the range of a torque of the wheels;
otherwise, it fails.

Several security tools are embedded on the Internet for
the vehicle which is detailed in [30] that integrates IoT
modules with the CAN bus. This paper dynamically detects
any malicious attacks and also hacking the control of a
vehicle that causes safety issues for drivers and passengers.
So, these CAN security measuring tools are used for eval-
uating the risk zones of a vehicle and major critical situations
of passengers. Here, this system consumes more energy for
handling their several sensor nodes and ECUs in a vehicle.
The adaptable network protocol (CAN) is used in the au-
tomobiles communication process for detecting irregular
connection fault that is proposed in [31]. The random cable
connection in the car generates a communication problem
that impairs the network system efficiency. In this paper, the
fault detection is effective as well as economically detected by
tree-based detection process, which is capable of eminently
finding the location of the faulty node in overall commu-
nication. When the counter of sending data packet error
crosses the threshold value that causes the failure of the
system, it is rectified through the tree-based economical cost
method. Thus, this tree-based process is required for optimal
localization of internal collision, thereby detecting faults in
the various critical topological environments.

The autonomous vehicle optimally performs the activity
in the complex intersection of roadside mapping problem
that is proposed in [32]. This paper claims that the traffic
control signals do not efficiently manage and schedule the
action of many vehicles in the recent situation; that is why it
deigns an effective distributed algorithm and scheduling
method that control the intersection of road path by min-
imizing the possible ratio of intersection delay. So, the case
of complicated traffic system and first-in first-out (FIFO)
scheduling are observed to have significantly minimized the
ratio of the delay. Moreover, performance can be improved
by using fault detection techniques. Authors in [33] de-
scribed a clock synchronization and fault avoidance
mechanism in CAN bus. This paper claims to have provided
very optimal precision, supporting less transmission and
operational overheads at the time of exchange of data
packets. In the real-time implementation, this system is
archiving better performance without an exchange of
components of the CAN system. Then, the influence of

energy consumption in the message packet and several
scheduling criteria are not used in the clock synchronization
of this CAN system.

An electric vehicle is designed with the integration of the
powertrain method that is unswervingly linked with the
vehicle motor and gearbox, which is mentioned in [34, 35].
This mechanism is improved through a strong efficiency in
the reduction of size and optimal energy harvesting in it.
Using this technique, the cause of oscillation damping and
also linear matrix inequalities in the vehicle system can be
resolved. If the actuator and parameter variability do not work
properly, then it needs to be enhanced in the proposed
controller. The threat to the CAN network represents the
cyber-attacks that are detailed in [36], which can evaluate the
ratio of securities of passengers and vehicles. This paper is
capable of detecting anomalies and critical message packets
through a one-class classification that implements an ad-
vanced classifier (image processing) to assign a fault-tolerant
handling mechanism to the CAN system, whereas this single-
type classifier is only tested in the random parameter of the
CAN packet. But it is not tested for a feasible value of the
wheel, which is critical to find the fault of the system. Tra-
ditional vehicular network suffers various technical issues in
implementation and management as technology evolves and
the number of smart vehicles grows. These challenges include
a lack of flexibility, scalability, poor connectivity, and in-
sufficient intelligence. Due to the huge number of vehicles on
the road, traffic accidents, road congestion, fuel consumption,
and pollution have all become important global issues.

3. Proposed System

This proposed system provides a dynamic and flexible en-
vironment to avoid any kind of occurrence of a collision,
engine fault, and communication error. The automation is
implemented with the use of IoT modules like Arduino
controller, motor controller, various sensor nodes, and CAN
protocol, in addition to the supply of energy source for
improving communication platform in different nodes of
the system.

3.1. Controller Area Network (CAN) for Proposed
Architecture. The IoT-based modules are used to maximize
the reconfiguration method and dynamic changes through
its hardware and software [37, 38]. So, this is implemented in
the CAN bus controller, in addition to the bit-stream
controller (BSC) and PARQ/PARQ-FI that are used for
retransmission of priority messages in the sub-block of the
CAN protocol. This proposed CAN architecture is depicted
in Figure 1. This controller controls the transmission,
retransmission of error priority messages and reception of
frames through various medium access control (MAC) or
logical link control (LLC) by adding CRC field and extra
control field.

At the time of communication to handle read and write
process in configuration buffer which acts as a register, a
microcontroller is used. The transmitting end (TE) and
receiving end (RE) units are accessed that maintain separate
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buffers for communication of messages with the use of an
acceptance filter (AF). The CAN protocol engine synchro-
nizes the transmitted and received messages by using bit
clock module and BSC module.

3.2. Retransmission of CAN Message Frame. 'The fault han-
dling technique is effectively used for the communication of
messages in CAN through the automatic repeat request (ARQ)
method, which is a fault or error handling mechanism of re-
sending the error message by proper observation of acknowl-
edgments and timeouts for data transmission [39-41]. The
redundant bits and CRC bit are used in the sending message
stream for fault or an error detection which ensures reliable data
communication link from source to a target node [14].

Whenever a message frame is sent in a noisy environ-
ment, then it is divided into tiny data packets with fault
detection coding. If an error bit is zero, the packet will be
accepted without error by the receiver. This indicates that the
receiver is getting positive acknowledgment for the suc-
cessful receipt of a message. But if there is no acknowl-
edgment received, then the sender waits for a specified
amount of time before resending the message packet
[42, 43]. However, a negative acknowledgment (NACK) will
be forwarded to the sender for resending the respective
packet, if the receiver error bit is not the same as zero.
Generally, the receiver node is waiting corrected message
packet instead of a corrupted message packet. The ac-
knowledgment feedback is used by the fault or error han-
dling technique to inform whether the communication is
correctly accomplished or not.

The message packet-1 is sent, and when the receiver
receives it and finds that there is no-fault, then it forwards a
positive acknowledgment (ACK) to signal a successful re-
ceipt of the packet [43, 44]. So, the communication con-
tinues with a message packet-2 which is received with an
error and then, it sends a negative acknowledgment
(NACK), which is shown in Figure 2.

Figure 3 explains the proposed PARQ/PARQ-FI com-
munication technique, which is a combination of automatic
error correction (AEC) and ARQ fault handling method to
allow a corrupted packet to retransmit to the receiver node.
But the corrupted packet is saved in a buffer for resending
after correction. If an erred packet is received, then it sends
the request for a new one, which is checked through AEC
and the fault handling ARQ method that allow retrans-
mitting corrupted packet from a buffer to avoid the collision
[45, 46]. This technique conducts the communication in
three ways as follows:

(i) Discarding an erred message packet, after receiving
the retransmitted packet.

(ii) Redundant bits are used for resending actual bit
message packets with the use of AEC.

(iii) The process of self-decoding method is used for
recovering missing message bits.

Single-ended and differential CAN signals are processed
by the CAN transceiver (CANH and CANL). In perfect
condition, the CAN High and CAN Low lines are at 2.5 volts.
The dominant bit in CAN is logic “zero,” and the recessive
bit is logic “one.” When the dominant bit is communicated,
CAN High rises to 3.5volts and CAN Low falls to 1.5 volts,
resulting in a 2-volt differential voltage. When the recessive
bit is sent, the CAN High and CAN Low lines are both driven
to 2.5volts, indicating that the recessive bit’s differential
voltage is 0 volts. To eliminate signal reflections, a 120-ohm
CAN bus terminal resistor should be placed to the physical
end of the CANH and CANL lines.

4. Methodology

A dynamic and adaptive fault-tolerant approach is implemented
to avoid the collision at the time of message packet transmission
in CAN bus with the implementation of an optimal energy
harvesting technique; that is the objective of this paper.
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4.1. Fault/Error Handling Methods in CAN. Out of a number
of messages transmitted from one node to another, some
messages get corrupted in the CAN bus frame due to col-
lision [47, 48]. So, it necessitates the use of fault or error
handling technique to find a fault and request for resending
of the message packet [39]. So, the CAN protocol is used for
fault handling which is detailed below.

(i) When the bus line signal is varied from the
transmitted signal, then the sender forwards an
error message packet, which is analyzed by the bit
monitoring field.

(ii) When the five sequential equal bits are found, then
the bit stuffing assigns a complementary bit at the
6th bit location of the frame.

(iil) When a fixed frame format in the received message
does not comply with the requirements of the
protocol, a corrupted frame is sent by the recipient
and the received frame is not accepted. So, it needs
to verify the message frame format.

(iv) The acknowledgment check is checking the domi-
nant bit frame slot for the data and distant frame.

(v) The cyclic redundancy check (CRC) bit is accessed
for fault finding from the beginning of the frame
(BOF) to the message packet field.

The standard CAN’s message frame format is depicted in
Figure 4.

4.1.1. Bit and Cyclic Redundancy Check (CRC) Errors.
The analysis of CAN inaccessibility is considered at the
time of communication of message bits from a source
node to [49]. As soon as the first bit of a dataset is
transmitted, bit error detection as per a transmitting
node can take place. The corresponding network inac-
cessibility period is set to the best time required to signal
the error:

C = Cbt + Cerr + CIFS’ (1)

inacebterr
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where Cip,cpeerr i denoted as error detection in the duration ~ RP, =E,, .I, that represents the consumed power through

of communication network inaccessibility, Cy, confirms the
communication of first bit of a bit stream, C,,, is used for
finding error at the of communication, and Cjg is denoted
as intermission field in the communication of message
packet.

The CAN bus uses a 15-bit CRC frame with 1-bit de-
limiter, which is required to check the correctness of data
transfer. Then, the inaccessibility time of communication
network is expressed as

C = Cgata — tgoF + Cerr + Cips- (2)

inacecrc err

Here, the actual data frame is represented as Cg,,, and
tgor 1s denoted as time period of end-of-frame (EOF) field.

4.1.2. Bit Stuff Errors. The CAN access protocol, data
transfer, and remote frames bit streams are carried out by
means of a bit stuffing system until the end of their CRC 15-
bit sequence. Frame receiving entities must therefore
monitor this bit stream and provide bit reception decoding
and error detection [50]. When a receiving node monitors
I consecutive bits of the same level, the next received
(stuff) bit is automatically deleted. The deleted bit shows a
polarity opposite to the above under error-free operation,
and if this condition is violated, an error will be reported on
the auto bus when an error frame is initiated. It is required to
find communication duration of inaccessibility, due to stuft
error that is expressed as

Cinaa—stuff = (Zstff + 1)'Cbt + Cerr + CIFS' (3)

4.2. Optimal Power Allocation Model for Sensor Node.
The individual sensor node needs transmission and re-
ceiving energy. The initial energy (E) is also available for each
sensor node [51]. Each node requires a low level of energy for
sensing and computing so that we can ignore them. We need
to take into consideration energy consumption across the
nodes, as in the Load Balancing Network [52]. A sensor node
of the smart vehicle with /,-bit message packet received as

the first-order radio model. Here, the symbol E ,, stands for
the necessary power to transmit all [, -bit message packets for
the transmitter or receiver sensor nodes. The communica-
tion energy consumed is thus indicated in the following

equation:

CP, =RP, + Epo, # 1, T, (4)
where E,,, is utilized for signaling a bit of power and the
radius of transmission is indicated by T}, and the propa-
gation loss component is represented by «, where 2<a <6.
This model incorporates uniform sensor nodes with the
length of the data packet [, and is then required to transmit
the same power range for each message packet.

4.2.1. CAN Message Flow Conservation of Sensor Nodes.
Here, the data transfer rates and how to send in the network
via the flow conservation equation are discussed.

% (Dyj(6) =Dji (D) = Ry (1), VieM, jeM;, ()
JeM;

where the above equation is expressed as follows:

(i) D;; refers to the flow rate of messages from the node
of the sensor.

(ii) R;jrepresents the information rate of each sensor
node acquired at the transmitter node (TR) i and to
the recipient node (RN) j € M.

(iii) M stands for all sets of sensor nodes, i = transmitting
TR and j =receiving RN.

4.2.2. Estimation of Energy Cost System. The network life is
dependent on the sensor node S; energy consumption and
active node scheduling time T';. The energy communicated
per scheduled time E__, () contains Egg (t) and Ep (t). The
computed energy consists of Epg (f) and Egg (£).

Assuming the residual energy is represented by
Eg(t) 20, therefore, s power consumption is defined as
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PC()= Y DyEg(®)+ Y DyEgp(®+ Y RiEp()+ Y RyEg(b), ©)

ieN,jeN; ieN,jeN;

where PC; (t) = power consumption in (), Egg (t) = receiver
energy (1), Egg (t) = sensing energy (), Eqp (f) = transmitted
energy (t), and Epg (t) = processing energy (f).

For the transmission of one bit of data, the power
transmitter from ieS to jeS; over a distance (dt) is

Erg=c +c,* dtfj, (7)

where k=the transmission loss of path exponent,
dt=interval of transmission, and ¢; and c, =constants
according to T;.

4.3. Corrupted Packet and Retransmission (PARQ/PARQ-FI)
of CAN Message. Here, message analysis implements mes-
sage error without fault (PARQ scheme), where the message
is decoded by a technique as cyclic redundancy check (CRC)
as

MPPARQ = 1 — (1 — MP,)", (8)

where MPPARQ = probability of on event without fault im-
pact, L,,, =message range, MP, = messages loss rate, and
MP, =error bit rate (EBR). Similarly, the evaluation of
message packet interference with the impact of fault (PARQ-
FI scheme) is carried out, where the message communica-
tion is between the smart vehicle’s sink node and sensor
node. The loss rate of the sink node is

\ (Lplk)
MPPARQFI _ <1 -y (9(1 - MPb)""'> .

i=e+1
9)

Then, MPPARQFljg the probability of on event with fault
impact and here, the number of retransmission is given by

1

EX (TI') = m

(10)

Here, EX (Tr) = denotes the expected number of repeated
messages. For Hp-hop scenario, the data loss rate is ex-

amined when each node transmission 1is taken
independently.
Hp
EX(Tr,Hp) = ——7— ,
(T Hp) = (35 ()

where Hp = set of hops. The fact that the values for signals
Up_y> U 3> Up_2> Up_1> Viea> Vi3> Viz» Vi1 required for the
controller are not defined during start-up is primarily the
reason for the slow convergence to the constant status value.
We then develop a heuristic process to identify appropriate
values for a maximum of four periodic retransmitted
message (RTM) periods as illustrated in Algorithm 1.

This algorithm can record a fault value from the be-
ginning of the RTM received at k = 1. There will be no fault

ieN,jeN; ieN,jeN;

correction while waiting for four RTM (steps 3 and 5). The
third RTM (step 6) is used to determine the input signal u;,
and the clock error 7 at e, as a result of a clock error dif-
ference between v;_, and v,_, (step 7).The timestamp and
logical clock (LC) at e, will then be updated with n. The
proposed correction of the fault is used in (step 9) after e,
(step 11). One of the main advantages is that less clock
variance is attained after four RTMs have been received
when a CAN node is initiated.

Whenever all faults or corrupted message frame packets
are collected at the period of transmission, each erroneous
bit of message frame can be easily traced and also the parity
bit correction can be achieved through the proposed algo-
rithmic technique before transmission, which is shown in
Figure 5. If the message frame is removed from an error or
fault, then it is readily attached with the remaining bits of the
frame before transmission. Otherwise, it is retransmitted for
avoiding the cause of an erroneous situation.

4.4. Probability of CAN Message Packet. A transmitter node
utilizes the following node to transmit message and the
chance that a packet will receive the data for the other nodes
[25]. It also specifies the time for the message to be sent after
transferring information opportunities between nodes. The
probabilities of their nearby nodes being received are
modified. For the whole of the CAN bus node, the energy is
adequate to transfer the message for the sake of energy
harvesting with the probability of receiving the packet [53].

The performance of the system must be considered in
view of the delivery ratio (DR) and delay. The expected count
of the data packet is measured by dividing the sink node with
a packet node that is needed to define the delivery ratio. The
delay is the time taken to produce all the instances with the
waiting time period to complete the entire pervious task. We
must simulate and compare the PARQ and PARQ-FI
methods of CAN to find the performance of the entire
process.

5. Simulation Setup and Results Analysis

A smart fault-tolerant and optimal energy harvesting
method are used to design a vehicle through CAN bus that is
dynamically avoiding the cause of an internal message
communication error of several sensor nodes, which is
depicted in Figures 6(a) and 6(b). Due to this, dynamism is
allowed to robustly detect and reduce the collision that
occurs due to drowsiness or careless driving.

This proposed system is tested through the simulation
setup which consists of 500 nodes and 1000 nodes. So, this
setup is prepared with deployment area of 500 m x 600 m
size where these two distinct ranges of nodes are imple-
mented. Through the center of the implementation zone, the
sink node is allocated which optimally provides energy and
facilitates an exchange of message packets. We presume that
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Step 1: InsertParameter: vi_,, vi_y, Vi_3, Vi_g> 1
Step 2: Result: 1,

Step 3:Init: vy, =0; 3, =0; 3 =0;1u_, =0; k=0
Step 4: if RTM is accepted then
StepS:k=k+1;m_, =e,_ 1, — € 1

Step 6:if k = 4 (4™ RTM is received at ¢,) then
Step 7:uy. = (Viy — Vi) T Ve = vy + (2.T.uy)
Step 8: ¢; (e,) = ¢; (ex) + V. (clock update)

Step 9:e,_;, = e, + V) (timestamp overwrite)
Step 10: else if k > 4 then

Step 11: Find u; according to (step 9)

ALGORITHM 1: Fault correction with initialization.

etransmitting

insert message
frame

fault correction
module/Algo.

determine the parity
corrector bits of frame

yes

still with
errors/fault?

no

add remaining
message frame

end

FiGure 5: Flowchart of proposed fault handling (PARQ/PARQ-FI).

no packets can be received when the collision happens and
data packet losses are not permitted in the entire network.
This setup is set with the reliability threshold T, = 0.9 for 500
nodes and 1.9 T';, value for 1000 nodes, as well as that, have to
set the time depth to be 0 to ® in a channel where the sink
node in the center is located. Suppose that during the
simulation phase, no message loss is feasible within the
transmission range, but the lack of a precise message is a
network collision, which means no correct packet could be
accepted. As per the consideration, the communication
power consumption is assigned as transmitting end
P,,=771 MW and receiving end P,e=84.2 MW, message
packet sending energy E,=-3.2dbm, and message packet
receiving energy E, = —84.7 dbm. To set other parameters are
the simulation period=1000s, data packet size set to
900 bits, rate of communication R.=255kbps, and in ad-
dition, the frequency (f) =2.5GHz. These parameters are
used for simulation result analysis, but this process also
depends on several factors which are discussed below.

5.1. Analysis of Number of Sensor Nodes in CAN Bus versus
Delivery Ratio (DR). When the number of sensors inside the
CAN bus system varies, the delivery ratio is modified. Each
node alters its density when it achieves the optimum amount
of data transfer via PARQ and PARQ-FI. Figures 7(a) and
7(b) show that the PARQ-FI performs better than PARQ in
500 nos and 1000 nos of a sensor; if the fault does not occur
frequently, then the collision is not considered to be suc-
cessful. But the delivery ratio (DR) also decreases by raising
the CAN message packet size.

5.2. Analysis of Delivery Ratio (DR) versus Charging Rate (Ch)
of Nodes in CAN Bus. The system efficiency of the CAN bus
is shown by the charge rate as shown in Figures 8(a) and
8(b). So, the PARQ performs better than PARQ-FI in 500
nos and 1000 nos of a sensor; if any protocol reaches a
greater charge rate, the delivery ratio also rises, but the
delivery ratio decreases for the charge time after some time.
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FIGURE 6: (a) Front view. (b) Test view of fault-tolerant smart vehicle.
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FIGURE 7: (a) 500 sensor nodes (1) versus delivery comparison ratio (DR) at PARQ and PARQ-FL (b) 1000 sensor nodes (1) versus delivery

comparison ratio (DR) at PARQ and PARQ-FL

With a higher operating cycle, the sensor nodes charge
quickly while the charge rate is increased and more packets
are transmitted to the sink.

5.3. Analysis of Delivery Ratio (DR) versus Delay Factor (m) of
Nodes in CAN Bus. In the communication range through
PARQ and PARQ-FI, sensors of each node provide their
next neighbors with their information as shown in
Figures 9(a) and 9(b). Here the PARQ-FI performs better
than PARQ in 500 nos and 1000 nos of a sensor which is
already shown in the figures. The delivery ratio also de-
creases, if the protocol provides a higher delay ratio. As delay
factor (m) is increased, the packets in the protocol are not
guaranteed to be sent.

5.4. Analysis of Delivery Ratio versus Reliability Threshold T,
of Nodes in CAN Bus. Increased data delivery in PARQ
PARQ-FI in Figures 10(a) and 10(b) depicts that the PARQ-
FI performs better than PARQ in 500 nos and 1000 nos of a
sensor if the reliability threshold of CAN bus node increases.
The sensor sends the identical message back to obtain greater
reliability if the reliability threshold (Th) value increases.

5.5. Analysis of the Number of Sensor Nodes versus Delay in
CAN Bus. If more sensors are placed in the field of a smart
vehicle installation, some sensor nodes require quick data
recovery from the CAN bus. The time factor likewise grows
with the increasing number of sensor nodes. The delay is
evaluated with different nodes in Figures 11(a) and 11(b); as
shown, the PARQ-FI performs better than PARQ in 500 nos
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and 1000 nos of a sensor. Due to the limited charge time
interval, the delay decreases as the charging rate rises in
CAN protocol.

6. Discussion

In a test scenario, quite some parameters such as sensor
nodes, delivery ratio, charging rate, delay factor, and reli-
ability threshold have to be considered from the above
analysis. Using these parameters in PARQ and PARQ-FI
improves the fault-tolerant and precise power allocation for
building smart vehicles in smart cities. The analysis of

PARQ-FI provides better performance than PARQ as a
comparison with sensor nodes versus delivery ratio, delivery
ratio versus delay factor, delivery ratio versus reliability
threshold, and sensor nodes versus delay in CAN bus. But a
single variation consequence is simulated that the PARQ
performs better than PARQ-FI in comparison with the
sensor nodes versus the charging rate of nodes in the CAN
bus. Therefore, we take the two different sets of 500 and 1000
sensor nodes in this paper and check or evaluate the fault-
tolerant as well as optimal energy allocation in the vehicles.
In order to maintain identification and responsiveness ca-
pacity, as well as improve data reliability, transmission, and
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redundancy, CAN network often requires high data
dependability.

7. Conclusion

We analyzed the loss of data packet in the smart vehicle of
CAN bus sensor nodes as a result of increased energy
consumption and transmission collision in the proposed
paper. To overcome this problem in future smart cities, the
energy efficiency and automotive repeat priority message
packet collection among neighboring nodes of a bus should
be enhanced. That is why two methods are proposed for
collection packets, such as Probabilistic Automatic Repeat
Request (PARQ) and Probabilistic Automatic Repeat

Request with Fault Impact (PARQ-FI). Similarly, data
packets have not collided due to the adoption of an effective
power distribution at the next node. In a sender node, the
probability of accepting a message packet from their own
enabled or active times and their larger archive delivery
ratio are evaluated by simulating the results of each pro-
tocol. Thus, it is better usages of the protocol to observing
the performance of smart vehicles in smart cities. The
future study is focused on how best to identify the pro-
spective threshold value T}, and the appropriate tracks/
updates region for the message request T may be created
and the numerical analysis of CAN models and protocols
enhanced in smart vehicles for various sensor network
regions.
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