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Optimizing the performance of MLP and SVR predictors based on logical oring and 
experimental ranking equation
Nadia Al-Rousan and  Hazem Al-Najjar

Department of Computer Engineering Faculty of Engineering and Architecture, Istanbul Gelisim University, Istanbul, Turkey

ABSTRACT
Improving conventional prediction systems is widely used to optimize the learning process, achieve 
higher performance, and avoid overfitting. This paper’s purpose is to propose a new predictor for solar 
tracking systems applications based on oring operator and ranking equation with a conventional pre-
dictor including Multi-Layer Perceptron (MLP) and Support Vector Machine Regression (SVR). The point of 
using oring and ranking equation is to create a new variable that stores the information of combined 
attributes. This process aims to increase the accuracy of predictors and increase the efficiency of 
intelligent solar tracking systems. The experiments used 6 different datasets for solar tracking systems. 
The results revealed that the proposed predictors performed better than conventional predictors. Using 
the proposed predictors has improved both Root Mean Square Error (RMSE) and Coefficient of 
Determination (R2). The developed MLP models showed lower RMSE and higher R2 compared to 
conventional MLP models. The improvement ranges for using MLP are from 1.0013 to 1.4614 degrees 
for RMSE, and from 1.0019 to 1.4984 times for R2, while the improvement ranges using SVM are from 1.001 
to 1.988 degrees for RMSE and from 1.000 to 2.385 times for R2.

ARTICLE HISTORY 
Received 21 October 2019  
Accepted 16 November 2020 

KEYWORDS 
Optimization model; 
multilayer perceptron; 
support vector machine 
regression; single axis 
tracker; prediction model

1. Introduction

Prediction models have been studied and analyzed in different 
fields globally (i.e. chemistry, biology, environmental engineer-
ing, computers, medicine, and energy systems).

Recently, prediction models have been used to predict 
future behavior based on current events which could help 
decision makers to take a decision (AL-Rousan, Isa, and Desa 
2018; Mosavi, Ozturk, and Chau 2018). Several prediction mod-
els have been used globally (i.e., multi-layer perceptron, sup-
port vector machine, fuzzy system, decision tree, and so on) 
(Zhang, Patras, and Haddadi 2019; Al-Najjar and Hassan 2016). 
On the other hand, conventional prediction models suffer from 
several problems that make them not suited for complex pro-
blems. Low performance is the main important problem. 
Optimizing and developing the current prediction models 
based on integrating conventional models with other techni-
ques is a promising solution (AL-Rousan, Isa, and Desa 2018; 
Mosavi, Ozturk, and Chau 2018; Zhang, Patras, and Haddadi 
2019; Al-Najjar and Hassan 2016; Osowski, Siwek, and 
Markiewicz 2004; AL-Rousan et al. 2012). Several studies have 
proposed new predictor models based on this solution. Kordos 
and Rusiecki (2013) have improved the MLP predictor model by 
eliminating the influence of outliers. The idea of this prediction 
model is to improve the accuracy of a heart disease predictor 
by using feature selection techniques. In addition, different 
prediction models have been tested individually to search for 
the optimum model to achieve that targeted goal (i.e., Decision 
Tree, Logistic regression, Logistic regression SVM, Naïve Bayes, 
and Random forest). The results have proven that the accuracy 

of the Logistic Regression and Naïve Bayes predictors are 
higher than the accuracy of conventional models. Mata-Moya 
et al. (2015) have improved the conventional MLP using 
Constant False Alarm Rate techniques to improve coherent 
radar detection. To check and validate the proposed model, 
complex target trajectory scenarios were used. The results 
found that the proposed model is efficient compared to con-
ventional models. Stowe et al. (2018) have improved a deep 
Learning model to predict human behavior during hurricanes 
using social media data collected from Twitter. The results 
found that deep learning is better than a feature-based 
model in predicting human behavior. Talreja et al. (2018) have 
proposed a fast, low-cost storage system using hashing-based 
image retrieval to improve the retrieval process for face images. 
The results showed that the proposed model achieved higher 
accuracy and performed faster compared to most retrieval 
algorithms.

Al-Najjar, Alhady, and Saleh (2019) have proposed a new 
prediction method based on linear regression and fitting mod-
els to predict the run time of a job in a distributed system. The 
results showed that the proposed model is efficient with low 
error and high prediction rates. Htwe and Kham (2019) have 
proposed a prediction model based on MLP and a genetic 
algorithm to detect malicious activities in networks. Dai et al. 
(2019) have proposed a deep neural network model based on 
Entity Linking Algorithm to predict words in newscasts. The 
results revealed that the proposed algorithm achieved higher 
performance compared to conventional algorithms.

Moreover, several methods, models, techniques, and tech-
nologies have been proposed in different fields to maximize 

CONTACT Hazem AL-Najjar hazem_najjar@yahoo.com Department of Computer Engineering, Faculty of Engineering and Architecture, Istanbul Gelisim 
University, Istanbul 34310, Turkey

JOURNAL OF THE CHINESE INSTITUTE OF ENGINEERS 
2021, VOL. 44, NO. 2, 149–157 
https://doi.org/10.1080/02533839.2020.1856726

© 2020 The Chinese Institute of Engineers

http://orcid.org/0000-0001-8451-898X
http://orcid.org/0000-0002-6143-2734
http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/02533839.2020.1856726&domain=pdf&date_stamp=2021-02-11


the prediction rate, minimize the error ratio, speed up the 
processing time, or simplify the prediction techniques 
(Panigrahi and Behera 2020; Jaouedi, Boujnah, and Bouhlel 
2019; Tan 2020; Abdualrhman and Padma 2019; Cerri, Barros, 
and de Carvalho 2014; Shao et al. 2019; Chen 2019; Qi et al. 
2019).

Several prediction models have been used in solar tracking 
systems globally (AL-Rousan, Isa, and Desa 2020). Solar tracking 
systems can be defined as systems that aim to drive solar 
photovoltaic modules toward the optimum angles relative to 
the trajectory of the sun across the sky. Tracking the optimum 
angles of solar exposure can produce efficient sun incidence, 
produce optimum-gained power, and increase the efficiency of 
solar systems as well (Srikumar and Saibabu 2020). Thus, solar 
tracking systems are preferable compared to stationary solar 
photovoltaics. Two main types of solar tracking systems exist, 
namely, single-axis and dual-axis. The difference between them 
is mainly the number of angles (directions) that are considered 
during tracking of the trajectory of the sun across the sky.

Using intelligent predictors to predict the optimum angles 
of solar tracking systems is a hot topic nowadays (AL-Rousan, 
Isa, and Desa 2018). Several intelligent solar tracking controllers 
have been proposed and implemented to increase the perfor-
mance of solar systems. Intelligent techniques that are used in 
predicting optimum angles for solar tracking systems vary from 
one system to another. The majority of these proposed systems 
are based on existing techniques and metrological data. Similar 
to all intelligent models, these predictors suffer from long 
processing time and slow convergence.

This paper proposes a new improvement in prediction sys-
tems to increase the accuracy. Multi-Layer Perceptron (MLP) 
and Support Vector Machine Regression (SVR) are used with 
oring operator and experimental ranking equation. The main 
objectives of this article are to improve prediction models by 
simplifying and speeding up processes adopted to implement 
these models. In addition, these processes can be used to 
enhance the performance of the conventional techniques with-
out applying any change to internal design and architecture. To 
the best of the authors’ knowledge, no prior published research 
examines and evaluates using predicting the optimum angles 
of solar tracking systems by optimizing Multi-layer perceptron 
or support vector regression based on logical oring and 
Experimental Ranking Equation. Using such an approach 
would decrease the processing time and speed the conver-
gence as well.

Section 2 explains the preliminaries and definitions used in 
the proposed model. The proposed methodology is discussed 
in Section 3. The results, discussion, and analysis of the pro-
posed predictors are explained in Section 4. Finally, the conclu-
sions and future trends are drawn in Section 5.

2. Preliminaries and definitions

This section is to explain the main mechanisms and prelimin-
aries used to improve the performance of multi-layer percep-
tron predictor. This section is divided into three parts, namely 
single-axis solar tracking system, support vector machine, and 
multi-layer perceptron neural network. The first part focuses on 
explaining the definition of solar tracking systems and single- 

axis solar tracking systems as well. The second part presents the 
support vector machine model, how it works, and its main 
kernels. The third part discusses the multi-layer perceptron 
neural network predictor.

2.1. Single-axis solar tracking system

A photovoltaic system is a solar power system that consists of 
several components to absorb and convert solar power into 
electricity. Solar tracking system is the most popular solar 
power system globally (Deb and Roy 2012). It has been 
designed and developed to track the trajectory of the sun 
across the sky (AL-Rousan et al. 2012), and to keep the solar 
panel at the optimum angle that can produce the best power 
output (Desa et al. 2016). Using solar tracking systems can 
increase the input of solar radiation, therefore, the output of 
electrical energy can also be increased (Randall 2016). Single- 
axis solar tracking system is the most popular type of solar 
tracking system. Single-axis solar tracking system is 
a unidirectional system that can move horizontally or vertically 
(Juswanto and Ali 2016). Tilt (θ�) and orientation (ϕ�) angles are 
used to track the position of the sun sufficiently. The tilt angle 
can be defined as the angle between the solar tracking system 
and the horizontal axis while the orientation angle is the angle 
that can be used to move the solar tracking system horizontally 
to ensure that the sun is perpendicular to the solar tracking 
system surface as shown in Figure 1. The main objective of solar 
tracking systems is to choose the best tilt and orientation 
angles that allow the systems to gain more power through 
solar radiation.

Several variables have been used to build solar tracking 
systems including orientation and tilt angles, the gained photo-
voltaic power, the power radiated from the sun, and the current 
and voltage flow through the photovoltaic system.

2.2. Support Vector Machine (SVM)

Support Vector Machine (SVM) is a popular machine learning 
model that is used for classification and regression. Support 
Vector Machine Regression (SVR) is used for continuous values, 
and it is considered as a nonparametric technique because it 
relies on kernel functions (Drucker et al. 1997). A kernel function 
or mapping function is used to perform non-linear mapping 
between the input space and the feature space (Wu, Tzeng, and 
Lin 2009). Kernel function can transform the training data so 
that a non-linear decision surface is transformed to a linear 
equation in a higher number of dimensions (Üstün, Melssen, 
and Buydens 2006).

The main function of SVR is to minimize the generalization 
error bound, thus, to achieve generalized performance. SVR is 
based on calculating a linear regression function in a high 
dimensional feature space where the input data are mapped 
via a nonlinear function such as the following:

Suppose the training data x1; y1ð Þ; . . . :; xi; yið Þ where, the 
target value yi 2 R, i is the number of features. Thus, SVR is 
used to find a function f xið Þ � yi that deviates from yi by a value 
not greater than the value of ε for each training data point xi 

and it minimizes the ε-insensitive loss-function Rε
Emp such that: 
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Figure 1. Tilt and orientation angles.

Figure 2. The architecture of MLP network for one hidden layer.
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Rε
Emp ¼ f xð Þ � yj jε ¼ max 0; f xð Þ � yj j � εð Þ: (1) 

Two main types of support vector machine regression exist, 
namely linear support vector machine, and non-linear support 
vector machine. The main difference between the two types is 
the loss function that is used to include a distance measure. The 
loss function of linear SVR depends on ignoring the error values 
that are within the distance. However, the kernel function 
varies from one type to another. The loss function of linear 
SVR depends on ignoring the error values that are within the 
distance ε of the observed value yby supposing them equal to 
zero as in the following: 

Lε ¼
0; if y � f xð Þj j � ε

y � f xð Þj j � ε; otherwise

� �

: (2) 

On the other hand, a nonlinear kernel function is used to trans-
form maps x to a high-dimensional space in non-linear SVR. In 
addition, several types of non-linear SVR exist including 
Quadratic SVR, Cubic SVR, Fine Gaussian SVR, Median 
Gaussian SVR, Coarse Gaussian SVR, etc. The difference 
between these types is mainly the kernel scale, therefore the 
kernel function.

2.3. Multi-layer perceptron (MLP)

Multi-layer perceptron is an artificial neural network model 
wherein connections between its units are sequential. The 
architecture of MLP contains three types of layers namely, 
input layer, hidden layer(s), and output layer as shown in 
Figure 2 (Haykin 2009). Each layer consists of independent 
processing units called neurons. Neurons can process informa-
tion between layers that are highly interconnected using 
weights (Landwehr, Hall, and Frank 2005).

As shown in Figure 2, the function of input layer is to accept 
the input data, while hidden layer is used to accept the outputs 
from input layer, weight them, and propagate them to output 
layer. The targeted results are produced by the output layer 
(Zhang and Gupta 2000).

The prediction output of kth node in the output layer is 
calculated as follows: 

yk ¼ f
X2

j¼1

Oj wjk þ bk

 !

; (3) 

where yk is the output of kth node in the output layer, K is the 
number of nodes in the output layer, f (.) is the transfer function, 
wjk is the weight from the jth node in the hidden layer to the kth 

hidden node in the output layer, and bk is the bias for the kth 

output node.
The performance of multi-layer perceptron neural network 

mainly depends on tuning several parameters namely, bias, 
weight, number of hidden layers, number of hidden nodes, 
and the type of transfer function. However, the bias is 
a pseudo input that passes to each neuron in the hidden and 
the output layers to overcome the problems when the values of 
input pattern are zero. Weight values are associated with each 
node in the network to constrain how input data are related to 
output data (Koutsoukas et al. 2017). In addition, the activation 
function is a nonlinear function that is used to produce the 

actual output for the neuron by using the weighted sum of 
inputs.

The time complexity can be defined as time taken to define 
and set the new weights to calculate the outputs of multi-layer 
perceptron. The time complexity for single layer network can 
be expressed using the big O notation as shown in Equation (2) 
(Mizutani and Dreyfus 2001). 

ComplexityMLP ¼ O d � hð Þ þ O h� cð Þ; (4) 

where d is the number of input variables, h denotes the number 
of hidden nodes in the hidden layer, and c denotes the number 
of output variables.

3. Proposed methodology

This section is to discuss the proposed methodology used to 
design the prediction model. The methodology is divided into 
three main phases, namely dataset description, prediction 
model based on oring operator and ranking equation, and 
performance evaluation.

3.1. Dataset description

Six datasets are adopted to evaluate the proposed model (AL- 
Rousan et al. 2012). The datasets were collected from a real 
mechanical single axis solar tracking system. Several readings 
were measured and collected (i.e., month, day, time, short 
circuit current (Isc), open circuit voltage (Voc), and power radia-
tion). The target of the used solar tracking system is to find the 
orientation angle of a solar photovoltaic panel. Month, date 
and time variables are month of year, date of month and the 
time to take measurements. Short circuit current is the current 
measured through the photovoltaic module when the voltage 
across the module is equal to zero, while open circuit voltage is 
measured when no external load is connected to the photo-
voltaic module terminals, therefore, no external electric current 
flows between terminals. In addition, the power radiation (Pr) is 
measured using pyranometer device to find the amount of the 
power radiated from the sun on the sea surface.

Table 1 shows the number of variables adopted to use the 
selected datasets for conventional models and for the pro-
posed models (after applying the proposed model).

3.2. Prediction model based on oring operator and 
ranking equation

To improve the conventional MLP and SVR, the proposed 
model is divided into two main steps. In the first step, the 
discrete variables and continuous variables are forwarded to 
logical OR and ranking equation, respectively. This process aims 

Table 1. Number of variables in each dataset.

Dataset Conventional predictor Proposed predictor (after processing)

1 6 5
2 3 4
3 4 4
4 2 3
5 3 4
6 3 4
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to create new variables that store the behavior of forwarded 
variables. These new variables will be used to enhance the 
prediction model. The ranking equation is calculated based 
on the experimental analysis of the datasets, so each contin-
uous variable is given a unique number. 

Ranking Equation ¼ 100 � Isc þ 200 � Voc þ 300 � Pr: (5) 

While discrete variables can be combined using the bit oring as 
follow: 

BitOR ¼ Var1 OR Var2; (6) 

where Var1 and Var2 are the forwarding variables, and OR is 
a logical bit OR operator. Figure 3 shows the prediction model 
and the interconnections between the components of the 
model.

As shown in Figure 3, the prediction model will forward both 
discrete variables and continuous variables to logical OR opera-
tor and ranking equation, respectively. The discrete variables 
will be forwarded with the output of oring and ranking equa-
tion to a conventional predictor (i.e. MLP and SVR).

Re-forwarding discrete variables as input is based on experi-
mental analysis of using all data sets with conventional MLP 
and SVR to predict the orientation angle as targeted output. In 
addition, the correlation analysis between the generated vari-
ables and the orientation angle has supported the step of re- 
forwarding the discrete variables as inputs for conventional 
predictors. MLP and SVR are selected based on their perfor-
mance in different fields and applications (Nielsen 2015; Wu 
et al. 2010). To validate the proposed MLP-based model, three 
MLP scenarios are considered as follow:

(i) MLP with one hidden layer.
(ii) MLP with two hidden layers.

(iii) MLP with three hidden layers.

Scenarios are adopted to achieve the best performance of 
MLP. In addition, several parameters should be tuned to use 
MLP predictor efficiently. Based on literature review, the opti-
mum parameters to implement MLP predictor are shown in 
Table 2. On the other hand, the number of neurons in input 

layer vary depending on the number of variables that are 
adopted for each dataset separately. In addition, the number 
of neurons in the hidden layers is calculated based on trial and 
error. To achieve this target, the largest dataset with 3 hidden 
layers is used to find the optimum number of neurons as 
discussed in Section 5.

To create a support vector machine regression (SVR) pre-
dictor different kernels are used as follows:

(i) Linear SVR.
(ii) Quadratic SVR.

(iii) Cubic SVR.
(iv) Fine Gaussian SVR.
(v) Medium Gaussian SVR.

(vi) Coarse Gaussian SVR.

Table 3 shows the kernel scale for each type of SVR models.

Figure 3. Proposed prediction model.

Table 2. Tuned parameters for MLP.

Parameter Value

Number of epochs 1000
Mu 1 x 1010

Gradient descent value 1 x 10−7

Performance 1 x 10−15

Total number of parameters Based on dataset
Training ratio 70%
Validating ratio 15%
Testing ratio 15%
Number of neurons (hidden layer/s) 10
Hidden transfer function Tansig
Output transfer function Purlin
Optimization algorithm Levenberg-Marquart (LM)

Table 3. Kernel scale for SVR models.

Type of non-linear SVR Kernel Scale

Quadratic SVR K ¼ c
Cubic SVR K ¼ c
Fine Gaussian SVR K ¼

ffiffi
i
p
=4

Median Gaussian SVR K ¼
ffiffi
i
p

Coarse Gaussian SVR K ¼ 4�
ffiffi
i
p

where K is the kernel scale, i is the number of features.
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3.3. Performance evaluation

This section presents the performance criteria that are used to 
evaluate the research methodology. Two performance criteria, 
which are used in this study are discussed (i.e., RMSE, and R2). 
Both RMSE and R2 are adopted as performance criteria to 
evaluate the developed MLP and SVR. It is recommended to 
use RMSE performance metric when the outcomes are numer-
ical variables (Kuhn and Johnson 2019). RMSE should be mini-
mized to optimize the developed models. In contract, R2 should 
be maximized to perform better. R2 and RMSE can be calculated 
by using Equations (7) and (8) respectively. 

R2 ¼ 1 �
PN

i¼1 yi � byið Þ
2

PN
i¼1 yi � �yð Þ

2 ; (7) 

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

XN

i¼0

yi � byið Þ
2

v
u
u
t ; (8) 

where, yi, byi, and �y are the target of the prediction model, the 
predicted value, and the mean of the target data, respectively. 
In addition, N and i are the number of samples in the dataset 
and the index of the data in the dataset, respectively.

4. Experimental results and discussion

To verify the proposed prediction model compared to conven-
tional SVR and MLP predictors, this section presents experi-
mental results based on RMSE and R2 values.

4.1. Proposed predictor-based support vector machine 
regression (SVR)

To implement the proposed predictor-based SVR model, differ-
ent kernels are used. These changes on kernels are done to 
investigate the optimum SVR types that can be used to find the 
targeted results while maximizing both RMSE and R2 perfor-
mance metrics. The results of conventional Linear, Quadratic, 
Cubic, Fine, Median, and Coarse Gaussian SVR are shown in 

Table 4, while the results of the proposed models based SVR are 
shown in Table 5.

As shown from Table 4, the best R2 and RMSE results are 
found using quadratic kernel where the RMSE is 0.151 using 
dataset 6 and R2 is 0.69 using both datasets 1 and 6. The results 
of the proposed model show an improvement on conventional 
SVR results with combination of median Gaussian kernel and 
dataset 1. RMSE and R2 are 0.148 and 0.71, respectively. The 
results indicated that the proposed model improved 90% of 
overall cases with improvement ranges from 1.001 to 1.988 and 
1.000 and 2.385 for both RMSE and R2, respectively.

The results revealed that using the proposed technique with 
dataset 6 is the most efficient model compared to other models 
since the number of forwarded inputs is lower than other 
models. Besides that, it was found that the computational 
processing is faster. The results proved that using oring opera-
tor and ranking equation could enhance the performance of 
conventional SVR using different kernels.

4.2. Proposed predictor based Multi-Layer Perceptron 
(MLP)

To build MLP predictor using different datasets, the predefined 
parameters are set as shown in Section 4. After assigning the 
parameters, numbers of neurons are determined experimen-
tally using different datasets to minimize the RMSE and max-
imize R2. To tune the optimum parameters, all the datasets are 
analyzed and tested using three hidden layers, then the para-
meters of the highest performance dataset were adopted to 
implement the proposed predictor. It is found that the best 
dataset based on RMSE and R2 analysis is dataset 6. While the 
optimum number of neurons are selected by testing dataset 6 
with variation in the number of neurons from 1 to 14. Figure 4 
shows the results of RMSE and R2 based on using different 
numbers of neurons. The results proved that using 10 neurons 
performed better for both RMSE and R2.

The overall results including training, validation and testing 
processes for conventional MLP and proposed MLP-based sys-
tem are shown in Table 6. As shown in Table 6, the optimal R2 

Table 4. Conventional SVR results.

Dataset

Linear Quadratic Cubic Fine Median Coarse

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE

1 0.62 0.169 0.69 0.154 0.65 0.163 0.26 0.239 0.68 0.156 0.64 0.171
2 0.62 0.169 0.63 0.167 0.59 0.177 0.57 0.179 0.62 0.171 0.63 0.170
3 0.63 0.167 0.55 0.185 0.43 0.208 0.37 0.218 0.6 0.174 0.62 0.170
4 0.60 0.175 0.67 0.159 0.63 0.166 0.63 0.168 0.63 0.168 0.61 0.172
5 0.59 0.175 0.54 0.185 0.48 0.199 0.41 0.210 0.57 0.179 0.58 0.178
6 0.60 0.174 0.69 0.151 0.67 0.157 0.67 0.158 0.67 0.157 0.62 0.170

Table 5. Proposed model based SVR results.

Dataset

Linear Quadratic Cubic Fine Median Coarse

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE

1 0.70 0.152 0.70 0.150 0.63 0.166 0.62 0.169 0.71 0.148 0.63 0.168
2 0.65 0.165 0.68 0.157 0.64 0.166 0.48 0.200 0.65 0.163 0.64 0.169
3 0.64 0.165 0.68 0.156 0.65 0.163 0.48 0.198 0.63 0.167 0.63 0.169
4 0.60 0.173 0.67 0.158 0.65 0.163 0.58 0.180 0.64 0.166 0.62 0.168
5 0.60 0.175 0.59 0.178 0.58 0.177 0.44 0.206 0.61 0.1736 0.59 0.175
6 0.61 0.171 0.71 0.149 0.67 0.157 0.68 0.154 0.70 0.149 0.64 0.165
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and RMSE are achieved using three hidden layers with dataset 
6. RMSE and R2 values of the proposed model are 0.042 degrees 
and 97.55%, respectively, while RMSE and R2 of the conven-
tional model are 0.052 degrees and 96.33%, respectively. The 
results revealed that the proposed model could improve 93% 
of the overall cases compared to conventional model. In addi-
tion, the improvement ranges are varying from 1.0013 to 
1.4613 degrees and from 1.0019 to 1.4984 times for RMSE and 
R2 respectively. The results revealed that using the proposed 
model with dataset 6 and three hidden layers is more efficient 
compared to other models. This would prove that using oring 
operator and ranking equation can enhance the performance 
of MLP using different hidden layers.

4.3. Analysis and capability of the proposed categorical 
linear predictor

To create a solar tracking system, researchers have used differ-
ent continuous and categorical variables to estimate the best 
angles that could collect the highest power radiation using 
photovoltaics cells. In this study, combined variables using logi-
cal OR (for categorical) and ranking equation (for continuous 
variables) are used with one of the prediction models including 
MLP and SVR The created models have the same time complex-
ity as the convolutional prediction models with extra memory 
and time in processing the ranking and bit oring equations. To 
eliminate the effect of ranking and bit oring equations, 

Figure 4. Optimum number of neurons in old and proposed model, using (a) R2; (b) RMSE.

Table 6. MLP and proposed model based MLP results.

Dataset

MLP Modified MLP MLP Modified MLP MLP Modified MLP

One hidden One hidden Two hidden Two hidden Three hidden Three hidden

RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2

1 0.085 0.9017 0.079 0.9158 0.069 0.9356 0.061 0.9507 0.053 0.9629 0.047 0.9709
2 0.121 0.7913 0.120 0.7928 0.120 0.8080 0.118 0.8119 0.110 0.8382 0.115 0.8226
3 0.125 0.7910 0.122 0.7992 0.120 0.8044 0.121 0.8055 0.122 0.8008 0.121 0.8042
4 0.124 0.7940 0.123 0.7966 0.126 0.7876 0.125 0.7907 0.123 0.7973 0.122 0.7989
5 0.132 0.7688 0.126 0.7873 0.126 0.7885 0.123 0.7959 0.125 0.7892 0.123 0.7971
6 0.077 0.9208 0.063 0.9458 0.055 0.9594 0.048 0.9686 0.052 0.9633 0.042 0.9755
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a preprocessing method is suggested. Preprocessing step is 
considered to combine the inputs together to save time and 
memory before using conventional methods. The results 
revealed that hybrid combination between bit oring and con-
ventional model achieved better performance in term of predic-
tion and error, while the process time is a little longer than 
conventional model. To sum up all the results, this study con-
cludes that using an additional variable will improve the predic-
tion rate and error function of the proposed models.

5. Conclusion

This article wishes to improve the conventional SVR and MLP 
predictors based on oring operator and ranking equation. This 
integration aims to increase the accuracy of the learning sys-
tem, minimize the RMSE, maximize the R2, and increase the 
capability and the robustness of the conventional models. 
The results proved that the proposed predictors performed 
better compared to conventional predictors. The average 
improvements of proposed based MLP predictor are 1.047 
degrees for RMSE, and 1.083 times for R2, while using SVR 
predictor averagely improved 1.103 degrees for RMSE and 
1.094 times for R2. The results revealed that integrating the 
input variables in one variable can improve the performance 
of learning system with less overhead in real environment.

Nomenclature

Isc Short Circuit Current
MLP Multi-Layer Perceptron
Pr Power Radiation
R2 Coefficient of Determination
RMSE Root Mean Square Error
SVR Support Vector Machine Regression
Voc Open Crcuit Voltage
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