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Abstract- This article addresses the challenges of estimating production capacity and time utilization problem in a sequential 

process plant. A framework and mathematical model are presented to aid the analysis and understanding of the proposed 

solution. A set of constraints is provided in order to specify the requirements for production capacity and time utilization 

planning in a sequential process plant. In order to ascertain the performance of the framework, the mathematical models 

derived are tested using an existing designed process plant and the results obtained from the evaluation are also presented. The 

proposed model generates the utilized time for the process plant per batch and also the production capacity of the process plant 

as well as the production rates of individual machines in the process plant. Application of the model to an existing process 

plant demonstrates that the addition of buffer storage to store work in progress materials in a mono product sequential process 

plant will increase the production rate of the plant but the production rate of the machines in the plant remains constant. Also, 

the addition of buffer storage will increase the time utilized by the process plant to complete its operation per batch. 

Keywords Process plants, Production capacity and planning, production framework. 

 

1. Introduction 

Sustainable national economic advancement can be 

attained through longevity of manufacturing firms which can 

be achieved by effective and continuous production capacity 

planning and time utilization of process plants in the firms. 

Production capacity and time utilization planning of process 

plant is a major task in process engineering. It is an essential 

stage in the design of a process plant that occurs in vast range 

of industries in process engineering [1-3]. These industries 

include chemical, agriculture, food, advanced material, 

mineral, pharmaceuticals and petrochemical among others. 

Production capacity and time utilization planning starts from 

the developmental stage of a process plant. It is usually 

conceptualized alongside the needs of the customers and it is 

factored in the design of production facilities that transform 

raw materials into finish products required by customers [4]. 

The design of process plants begins with the identification 

and establishment of process required to accomplish the 

transformation of raw material or resources. This is usually 

followed by conceptual and detail design of all the machines 

required for processes in the plant. Efforts are made by 

engineers to standardize the output of all the machines in the 

process plant. However, different machines in a plant may 

have different capacities due to factors or constraints such as 

availability of space, environmental impacts, safety 

precautions, capital involvement, operation and maintenance 

costs [5].  

Furthermore, there is a wide range of technical factors 

that dictates the sizes and capacities of the machines in a 

process plant. These factors are the physical dimensions of 

the machines in comparison with the availability of space 

and building dimensions, arrangement of the machines in the 

plant, operating parameters of the prime movers in the 

process plant and availability of resources such as water and 

electricity [6]. In order to achieve the development of a safe 

and effective process plant, the engineer is required to 

provide a holistic view of the processes involved in the 

process plant and analyze the operating conditions of the 

machines in the process plant. This is usually achieved by 

developing models and simulations. The analysis of 

processes and machines involved will shed light on the 

sequence of operation of the machines depending on the type 

of production process and the stages involved in the 

transformation of the raw material into finished good [7].  

Process plants can be classified based on the type of 

product it handles and the nature of the processes involved in 

the plant. Classification based on the products are the type of 

industries identified above. Sometimes, when the output of 

the process plant is a continuous stream of a particular type 

of product as a result of adding of one type of raw material, 

the plant is called a mono product process plant. 

mailto:omolabanji@futa.edu.ng
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Classification based on the nature can further be grouped into 

concurrent and sequential process plants. Concurrent process 

plants are usually encountered when there are two different 

operations in the processing that must be done 

simultaneously. In this case two different machines will 

operate in conjunction with one another and the outputs from 

the machines are different from each other. The completion 

time of the two machines may be equal or unequal but, in 

most cases, it is usually unequal. In some cases, the raw 

materials in this type of process plants are usually more than 

one [4]. The sequential process plants are encountered in 

situations when one operation must be completed before 

another operations starts. In some cases, the succeeding 

operations may start when the preceding operation is about to 

finish. Both categories of process plants usually operate 

effectively when the system is automated [8].  

The production capacity of a process plant can be 

defined as the maximum amount of product that can be 

produced per unit time with existing machines and resources 

used in the plant provided that the availability of variable 

factors of production is not restricted [9-10]. The time 

involved in this definition is the utilized time or duration of 

operation of the process plant. Considering this definition, it 

is necessary to consider the variable factors that must not be 

restricted in the production process. These factors are; 

availability of raw materials for the process plant, product 

demand by customers, availability of power, availability of 

workspace for storage of raw material, work in progress and 

finished goods [3]. These factors play major roles in 

affecting the operations of the plant. Considering the effect 

of availability of raw material, process plants that work on 

seasonal materials will have to stop operation when there is 

scarcity of the raw material. When there is abundance of raw 

material the machine will have to produce excessively and it 

will be difficult to ascertain the capacity of the plant over a 

period of scarcity and surplus raw material except if it is 

based on just in time production [11]. 

Fluctuations in demand of the product also affects the 

capacity of the plant especially when the product cannot stay 

for a long time in the processing factory.  Most of the time a 

balance needs to be created between the lead time and 

quantity of product required from the plant. This is necessary 

in order to ensure that the production rate of the plant is fully 

optimized in order to satisfy the fluctuations in demand of 

the customers [12]. The production rate in this case can be 

defined as the number of final products that the plant will 

turn out during a given period of time (which is usually 

expressed in batch). In practice, it is usually necessary to 

improvise a buffer store for work in progress along the 

process plant in order to maximize the high production 

capacity of some machines in the process plant. The buffer 

store can be defined as a temporary storage in a process plant 

where stocks (that are work in progress) can be stored while 

awaiting further processing. This also assist the process plant 

to achieve its optimal production capacity [13].  

Considering these factors, there is a need to establish the 

production capacity of process plants and time utilization 

because this will assist in estimating the total amount of the 

product that the plant can produce and the time required by 

the plant to produce the estimated capacity per batch of 

production [14-15]. The aim of this article is to develop a 

framework and a mathematical model that will assist in 

evaluating the production capacity and time utilization of a 

sequential process plant. The novelty of the developed model 

is the ability to consider the outputs of individual machines 

alongside their utilized time and selecting the machines with 

the smallest output as a benchmark. A summation of the time 

utilized by each machine in the process plant and handling 

time gives the total utilized time by the process plant. 

Furthermore, the model also considers the introduction of 

buffer storage to machines with higher production capacity in 

order to increase the overall capacity of the process plant. 

However, this will increase the time utilized by the plant 

because the time spent to process the work in progress from 

the buffer storage will be added to the total utilized time. 

2. Materials and Methods 

2.1. Framework and Mathematical Model for Capacity 

Planning and Time Utilization 

In order to create a flow of the proposed model, it is 

necessary to develop a framework to analyze the basic 

necessities, operations and requirements of a sequential 

process plant. Figure 1 shows the developed framework. 

Considering Fig. 1, it is evident that a production capacity 

model will be effective when all the capacity of machines in 

the plant are established and regulated so that the output from 

the last machine in the plant will be the same as the outputs 

from other machines in the process plant [16]. It is also clear 

from the model that capacity of the process plant can also be 

affected by the presence or absence of buffer store for work 

in progress depending on whether there is a machine in the 

plant that can be designed for high capacity without 

exceeding the available space or affecting other machines in 

the plant. Also, the time utilization is a function of the time 

spent by all the machines in the plant and the loading time 

from the buffer stores in the process plant [17-19].  

2.2. Definitions and Formulations  

In order to simplify the analysis, it is necessary to 

consider the definitions of the notations and symbols used in 

the formulation. These symbols and notations are presented 

as follows; 

iM   Number of Machines in the process plant; 

iCM The Capacity of machines in the plant that can be 

transferred from one machine to another (kg) 

nCB   Capacity of the buffers that can be loaded on the 

machines working on buffer (kg) 

n   Number of times the buffers loads work in progress into 

the process plant 

mBM Capacity of the machines working on the work in 

progress stored in the buffer (kg) 

nB   Number of buffer in the process plant  
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Fig. 1. Framework of the proposed model for estimating production capacity and time utilization sequential process plants.

 

1PM  Capacity of the process plant excluding the material 

processed from the buffer (kg) 

2PM Capacity of the process plant as a result of materials 

processed from the buffer (kg) 

PM  Total capacity of the process plant per batch (kg) 

RP   Production rate of process plant on an hour (kg/hr) 

it
M Time spent by each machine in the process plant 

including conveyors (hr) 

tmM Time spent by machines working on materials from 

buffer work in progress (hr) 

tPM Time utilized by the plant to produce per batch (hr) 

1PtM Time required by the process plant to produce per 

batch excluding the processing of buffer materials (hr) 

2PtM   Time required by the process plant for processing of 

the buffer materials (hr) 

LT   Total loading time (hr) 

iRMP   Production rate of each machine in the process plant 

(kg/hr) 

1mT  Time required to load the first machine in the process 

plant with material (hr) 

mBN   Number of machines working on buffer stored 

materials 

BT  Time required to load the work in progress materials 

from buffer to first machine working on the buffer (hr). 

In order to simplify the analysis, it is necessary to make 

the following assumptions; 

1. The plant is fully automated and individual 

machines in the plant are arranged in such a way 

Start 

Identify number of stages or 
processes and the corresponding 
machines required in the process 
plant in a sequential order. 

Identify where buffer storage can be 
positioned in the plant. This is necessary for 
storing of work in progress material along 
the plant. The capacity of the buffer storage 
will also be determined. 

Identify machines in the process 
plant that will complete the work 
in progress material from the 
buffer store. 

Identify where conveyors are needed in 
the process plant. Determine the 
capacity of material that can be moved 
by the conveyor. 

Select the machine with the lowest 
capacity. The capacity of the machines 
with the lowest value will be the 
capacity of the process plant.  

Determine the capacity of the 
output from last machine in the 
process plant when the material 
from the buffer has not been 
processed.  

Determine the capacity of the 
output from last machine in the 
process plant when the material 
from the buffer is being 
processed.  

Determine the time utilized by 
each machine in the plant 
including the conveyor. 

Determine the number of times 
material will be lifted from the 
buffer store into the plant. 

Determine the time utilized by 
machines processing the work in 
progress from the buffer store. 

Determine the time utilized for loading 
the first machine in the plant. 

Determine the time utilized for 
loading the material from the buffer 
into the first machine working on 
the buffer materials. 

Determine the total loading time 
utilized per batch of production. 

Determine the total time 
utilized by all machines in the 
plant without considering the 
buffer material machines. 

Determine the capacities of all the 
machines in the process plant 

Determine the total time utilized by all 
machines working on the buffer 
materials to finished product 

Sum the output capacities of the last 
machine when processing the materials in 
the plant and buffer storage. This is the 
capacity of the process plant  

Sum all the time utilized for loading, 
processing without buffer and processing of 
buffer. This will give total time utilized by the 
process plant per batch 

Estimate the amount of raw 
material needed to produce the 
required output capacity 
obtained from the sum of the 
output capacities 

Estimated production capacity and 

time utilization of the process plant. 

Stop 
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that the output of one machine is transferred directly 

to the next machine as input. Hence, the volume of 

the inputs for the succeeding machine is equal to the 

volume of the output of the preceding machine. 

2. Minimal material lost in each of the machine is 

negligible. Hence, the capacity of a machine in the 

plant will be transferred totally to another machine 

and this will be taken as the output of the process 

plant. i.e. 
iCM Constant; 

mBM Constant. 

3. The target capacity of the process plant is equal to 

the output capacity of any of the machine in the 

process plant that can be transferable to other 

machines in the plant. Also, the completion time of 

the process plant is the summation of individual 

completion time of all the machines because it is 

expected that all the machines in the process plant 

would have completed their operation before the 

final product is obtained.  

4. The machines in the plant are arranged to work in a 

sequential order. However, some may be allowed to 

work when the preceding machine is about to finish. 

This implies that, the operation of one machine 

depends on the successful completion of the 

previous machine or the desired completion time of 

the preceding machine.  

Firstly, considering assumption three, since the 

machines in the plant are arranged in a sequential manner, it 

follows that; 

 1 Min
iP CM M              (1) 

Since the number of times the buffer can load materials into 

the plant is represented by n it follows that; 

 2
0

Min
n

nB

P c
nB

M n B



 
              (2) 

Since the capacity of the plant is a function of the output 

volume or mass of the last machine, it can be deduced that 

the capacity of the process plant is a summation of the output 

excluding the material processed from the buffer store and 

the output of machines obtained by processing the work in 

progress materials in the buffer. In essence the total capacity 

of the plant can be expressed as; 

1 2P P PM M M               (3) 

Combining equations (1), (2) and (3) the expression for 

the total capacity of the process plant can be obtained as; 

   
0

Min Min
i n

nB

P C c
nB

M M n B



  
             (4) 

Furthermore, it is evident that the time required by the 

plant to produce per batch excluding the buffer materials is a 

function of individual time spent by each machine in the 

plant and as such this can be represented as; 

1
1

i

i

Pt t
i

M M



              (5) 

Additionally, depending on the size and number of 

buffers, the total loading time is a summation of the time 

required to load the first machine working on buffer stock in 

the plant, and the first machine in the process plant. The time 

required to load the first machine working on the buffer is a 

function of the number of times materials are loaded from the 

buffer and the number of buffers in the plant. Hence, the total 

loading time can be expressed as; 

1L m BT T nT               (6) 

The time required to process the materials from the 

buffer is a function of the number of times the buffer 

supplies the machines and the time spent by the machines 

handling the work in progress from the buffer. This will be 

greatly affected by the number of buffers in the process 

plant. In essence, the time required to completely process the 

material from the buffer can be obtained from; 

2
1

mB

n

mB

N

Pt tm
N

M n M



 
 
 
 

             (7) 

The total time utilized by the plant is a function of the 

time spent on loading, time spent by individual machines 

when processing the actual capacity and time spent to 

process the work in progress from the buffer store. This can 

be expressed as presented in equation (8); 

 
1 2tP Pt Pt LM M M T               (8) 

Combining equations 5, 6, 7 and 8, the total time utilized 

by the process plant per batch can be deduced as; 

1 
1 1

mB

t i n

mB

Ni

P t tm m B
i N

M M n M T nT

 

 
    
 
 

             (9) 

The rate of production of the plant (PR) in an hour can be 

deduced as; 

t

P
R

P

M
P

M
             (10) 

Combining equations (4), (9) and (10) we obtain; 

1

0

 
1 1

i n

mB

i n

mB

nB

C c
nB

R
Ni

t tm m B
i N

M nB

P

M n M T nT



 




 
   
 
 



 
         (11) 

This expression can be used to determine the capacity of 

the process plant per day provided that the number of 

working hours per day is specified for the operators. The 

production rate of each machine in the process plant  iRMP  

can also be obtained by dividing the total capacity of the 

process plant by the time spent by the machines in each 

operation. This can be expressed as; 
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i
i

P
RM

t

M
P

M
             (12) 

2.3 Application of the framework to a Poundo yam 

process plant 

In order to test the developed mathematical model, a 

process plant for production of Poundo yam [6, 20] will be 

used as a case study in this article. The process plant 

transforms yam into a flour that can be used to make a 

doughy food called Poundo yam. The plant has seven 

machines operating sequentially and performing different 

operations. The operations in the plant are washing, peeling 

and slicing, parboiling, conveying, drying, milling and 

sieving.  

 

 

 

Since there is no buffer in the process plant, the buffer 

components of the equations will be neglected. These 

operations are carried out sequentially with the aid of 

different machines as presented in Fig. 2 and Fig. 3. The 

following data are obtained from the operation of the process 

plant as presented in Table 1.  

Considering assumption 3, the transferable output that 

can be handled by all the machines in the process plant is 

0.635 m3 of sliced cubes of yam. Hence the target capacity of 

the Poundo yam process plant (Mci) is 0.635 m3. In order to 

determine the time utilized by the washing (Mt washing) and 

peeling/slicing (Mt peeling) machines to produce the target 

capacity of the process plant, it is necessary to consider the 

bulk density and average mass of yam that will produce 

0.635 m3 of the sliced cubes of yam. The average mass and 

bulk density of yam are 5 kg and 1104 kg/m3 respectively 

[21-23]. 

Fig. 2. A pictorial View of the Poundo Yam Process Plant [20] 
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Table 1. Data obtained from the operation of the Poundo yam process plant 

S/N Machines Machine Outputs (MCi) Time Utilized (Mti) 

1 Washing machine  (MC1): Continuous production  (1.5 min/tuber)  

2 Peeling and Slicing Machine  (MC2): Continuous production  (1.25 min/tuber)  
3 Parboiling Machine  (MC3): 0.635 m3 of sliced cubes Mt parboiling: 3 hrs. 

4 Conveyor  (MC4): Continuous operation (1.52 tons/hr.)  Mt conveying: (25/60) hr. 

5 Drying Machine  (MC5): 0.771 m3 of sliced cubes Mt drying: 3 hrs. 

6 Milling Machine  (MC6): 0.738 m3 of sliced cubes Mt milling: (15/60) hr. 

7 Sieving Machine  (MC7): 0.682 m3 of sliced cubes Mt sieving: (22/60) hr. 

 

 
Fig. 3. Fabricated Poundo Yam Process Plant  [20]
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Hence; 

ci yam
twashing washing

yam

M * ρ
M * min/ tuber

M

 
  
  

       (13) 

ci yam
tpeeling peeling

yam

M * ρ
M * min/ tuber

M

 
  
  

         (14) 

Therefore,  

0 635 1104
1 5 3 5

5
twashing

. *
M * . .  hrs.

 
  
 

  

0 635 1104
1 25 3

5
tpeeling

. *
M * .  hrs

 
  
 

 

Furthermore, considering assumption 3 and equation 5 

we can deduce that; 

1
1

i washing peeling parboiling

i

Pt t t t t
i

M M M M M



          

+ 
conveying drying milling sievingt t t tM M M M                         (15) 

1

25 15 22
3.5 3 3 3 13.53 

60 60 60
PtM hrs

     
             

     

            

Hence the mass of yam the plant can handle per batch 

(MP) is /yam batchM  can be obtained as described in 

equation (16) [24]: 

/ *
iP yam batch C yamM M M             (16) 

Where yam is the average density of yam 

/ 0.635*1104 701.04 p yam batchM M kg     

The production rate (PR) of the Poundo yam process 

plant can be obtained from equation (10) as; 

701.04
51.8 52 /

13.53
RP  kg hr    

Since the raw material processed by the plant is yam, it 

is necessary to express the capacity in the form of tubers. The 

number of tubers of yam that the plant can handle per 

batch  /tubers batchN , can be obtained from equation (17) 

using the average mass of a yam tuber [22-24]; 

/
/

yam batch
tubers batch

yam

M
N

M
           (17) 

/
701.04

140.2 140 /
5

tubers batchN tubers batch    

The production rate of the Poundo yam process plant in 

an hour in the form of tubers  ( )R tubP can also be obtained 

using equation 10 as; 

/
( )

t

tubers batch
R tub

P

N
P

M
            (18) 

( )
140

10.4 10
13.53

R tubP  tubers per hour    

Where; 

( )R tubP   The production rate of the Poundo yam process 

plant in form of tubers 

/tubers batchN  Number of yam tubers the process plant can 

handle per batch 

/yam batchM  Mass of yam the process plant can handle per 

batch  

yamM  Average mass of a tuber of yam 

1PtM  Time required by the Poundo yam process plant to 

produce per batch excluding the processing of buffer 

materials (hr) 

However, in order to identify and ascertain the effect of 

buffer storage on how it affects the production capacity and 

time utilization, let us assume that an imaginary buffer 

storage which content can be loaded twice is added to the 

system with a negligible loading time. Since the washing 

machine, peeling and slicing machine are allowed to work 

continuously, then the excess materials processed from these 

machines will be stored in the buffer storage. In view of this 

the imaginary buffer can be positioned after the peeling and 

slicing machine. It is worthwhile to know that the maximum 

amount of work in progress that can be loaded from the 

buffer storage cannot be greater than the targeted capacity of 

the process plant. 

Also, the washing and peeling/slicing machines will 

continue to work during the parboiling and drying operation 

and as such the time for washing and peeling to produce the 

buffer material will not be considered in the overall time of 

the process plant when working on buffer but will be 

considered for the production rate of the machines. The 

components of the buffer storage in the model equations will 

be considered in this case and as such, the plant capacity and 

production rate are expected to change. Hence the machines 

that will process the materials from the buffer storage are 

parboiling machine, conveyor, drying machine, milling 

machine and sieving machine. Furthermore, considering 

assumption two, the benchmarked or throughput capacity 

will also be produced from the plant when processing the 

materials from the buffer. Table 1 can be adjusted to provide 

details for the imaginary buffer as shown in Table 2. 

Hence, the following parameters can be deduced for the 

imaginary buffer storage.,  

5mBN    

0BT   

30.635 
n m iC B CB M M m     

2n    

1nB   (Number of buffer storage in the process plant)  

From equation (2); 
3

2 1.270 PM m  
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Table 2. Introduction of Imaginary buffer to the operation of the Poundo yam process plant 

S/N Machines 

Machine Outputs (MCi) Time Utilized (Mti) 

No Buffer 
Imaginary 

Buffer added 
No Buffer 

Imaginary 

Buffer added 

1 Washing machine  Continuous production   (1.5 min/tuber)  

2 Peeling and Slicing Machine  Continuous production   (1.25 min/tuber)  

3 Parboiling Machine  0.635m3  1.270m3 3hrs 6hrs 

4 Conveyor  Continuous operation   (25/60) hr (25/30) hr 

5 Drying Machine  0.771 m3  1.542 m3  3hrs 6hrs 

6 Milling Machine  0.738 m3  1.467 m3  (15/60) hr (15/30) hr 

7 Sieving Machine  0.682 m3  1.364 m3  (22/60) hr (22/30) hr 

Hence, the capacity of the process plant when the 

imaginary buffer is introduced is obtained from equations (3) 

and (4) as; 

   
0

3

Min Min

            0.635 1.270  1.905

i n

nB

P C c
nB

M M n B

m



   
 

 


 

Hence that volume of Poundo yam that the plant will 

produce per batch in the presence of the imaginary buffer is 

31.905m . Similarly, the mass of yam that the plant can 

handle per batch can also be obtained from the bulk density 

of yam as 2103kg. Also, the total time utilized by the plant 

can also be obtained using equation (7) to (9) as follows; 

2
1

25 15 22
2 3 3 14.07

60 60 60

mB

n

mB

N

Pt tm
N

M n M

hrs



 
  
 
 

      
          
      


  

Since the loading time is negligible the total time utilized by 

the process plant per batch can be deduced as; 

1 1

13.53 14.07 27.6

mB

t i n

mB

Ni

P t tm
i N

M M n M

hrs

 

 
   
 
 

 

      

Hence the mass of yam the plant can handle per batch with 

imaginary buffer (BMP) is /yam batchBM  can be obtained as: 

/ * 1.905*1104 2103 P yam batch P yamBM BM M kg   

      

Similarly, the production rate of the Poundo yam process 

plant ( )R bufferP  considering the imaginary buffer can also be 

obtained from equation (11) as; 

( )
2103

76.2 76 /
27.6

R bufferP  kg hr    

Also, the number of tubers of yam that the plant can handle 

per batch under the imaginary buffer  /tubers batchBN , can 

be obtained from; 

/
/

2103
421 

5

yam batch
tubers batch

yam

BM
BN tubers

M
 

       

 

Hence, the production rate of the Poundo yam process 

plant in an hour in the form of tubers when considering the 

buffer storage can also be obtained as; 

/ 421
15 /

27.6
t

tubers batch
R

P

BN
BP  tubers hr

M
     

In order to appraise the performance of the model and 

create a basis for comparison, another mathematical model 

was used to analyze the Poundo yam process plant. The 

results obtained from the comparison are presented in Table 

4. The production rate, production capacity and time utilized 

by a mono product sequential process plant are obtained as 

follows [5].    

60
P

p

R
T

              (19) 

Where PR  is the production rate and time utilized by the 

plant. Also, pT is the production time per work which can be 

obtained from equation (20) as; 

b
p

T
T

Q
              (20) 

Where Q is the output of the plant per batch in terms of 

quantity and bT  is the batch processing time of the plant 

which can be obtained from equation (21) as;   

b su cT T QT               (21) 

Where suT is the set-up time to prepare for batch production 

of all the machines in the process plant and cT is the 

operation cycle time per batch. The production capacity of 

the process plant can be obtained from equation (22); 

p

o

nSHR
PC

n
              (22) 

Where S and H are numbers of shifts per batch and Hours per 

batch respectively, while n and on are the numbers of plants 

in the facility and number of machines in the process plant.  

3. Results 

An estimation of the output capacity per batch, time 

utilization per batch and production rate per batch for each 

machine and the process plant as a whole is presented in 
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Table 3. This estimation is based on the presence and 

absence of the imaginary buffer storage in the process plant. 

It is evident from the results of the application of the model 

that the introduction of buffer into the plant increases the 

output capacity of the machines, time utilized and production 

rate of the process plant. The buffer storage did not alter the 

production rate of individual machines in the process plant 

because the production rate is a function of the machine 

output and utilized time. This implies that, as the machines 

output increases the utilized time increases and as such the 

production rate remains constant. However, the production 

rate of the process plant increases (from 51.8 kg/hr to 76 

kg/hr) as the buffer storage is introduced into the plant. The 

increased production rate can be attributed to an increase in 

the utilized time. This increase is due to simultaneous 

operation of the machines when the buffer materials are 

processed. For instance, during the parboiling process the 

washing and peeling/slicing machine will continue to 

produce sliced cubes that will be stored in the buffer storage. 

In essence, the time utilized by the plant at this stage remains 

the same because the parboiling machine is still in operation 

while additional materials are added to the buffer storage. It 

can be hypothetically stated that buffer storage increases the 

production rate of the process plants if it will not require 

additional time to produce the work in progress or if the 

work in progress will be produced while other machines in 

the plant are in operation. The same scenario is experienced 

between the parboiling machine and drying machine because 

as the drying machine dries the parboiled cubes of yam from 

the parboiling machine another batch of sliced cubes are 

loaded into the parboiling machine. This implies that, the 

increased production rate of the process plant is due to the 

simultaneous operation of the machines which is contrary to 

the rest period experienced by the machines when there is no 

buffer storage in the process plant.The process plant 

transforms yam into a flour that can be used to make a 

doughy food called Poundo yam. The plant has seven 

machines operating sequentially and performing different 

operations. The operations in the plant are washing, peeling 

and slicing, parboiling, conveying, drying, milling and 

sieving. Since there is no buffer in the process plant, the 

buffer components of the equations will be neglected. These 

operations are carried out sequentially with the aid of 

different machines as presented in Figures 2 and 3. The 

following data presented in Table 1 are obtained from the 

operation of the process plant.  

Considering assumption 3, the transferable output that 

can be handled by all the machines in the process plant is 

0.635 m3 of sliced cubes of yam. Hence the target capacity of 

the Poundo yam process plant (Mci) is 0.635 m3. In order to 

determine the time utilized by the washing (Mt washing) and 

peeling/slicing (Mt peeling) machines to produce the target 

capacity of the process plant, it is necessary to consider the 

bulk density and average mass of yam that will produce 

0.635 m3 of the sliced cubes of yam. The average mass and 

bulk density of yam are 5 kg and 1104 kg/m3 respectively 

[21-23]. 

4. Discussions 

The results obtained from application of the model to the 

Poundo yam process plant shows that the mathematical 

model will function as intended. The model was able to 

obtain the production capacity of the process plant, as well as 

the time utilization. Furthermore, the model also obtained the 

production rate of individual machines in the process plant. 

The production rate of each machine obtained can be used to 

optimize the plant because it shows the machine with the 

highest and lowest production rate. It will also assist in 

positioning of buffers in the plant in order to increase the 

production capacity of the process plant. Considering the 

results presented in Table 3, a high production rate of 3259  

kg/hr from the milling machine indicates that a buffer can be 

placed between the milling and sieving machine since the 

milling has high production rate. However, the drying 

machine preceding the milling machine has a low production 

rate and as such it can be increased or designed to be three or 

four drying machines in order to meet up with the high 

demand of the milling machine. This will also ensure that the 

high delivery rate of the conveyor is also utilized because the 

drying machine will demand for more materials when 

increased. Similarly, the capacities of the washing, peeling 

and slicing and parboiling machines can also be increased in 

order to meet the higher demands of machines in the system. 

The introduction of buffer storage in the process plant 

provides a significant increase in the output capacity of the 

process plant. However, this significant increase is reduced 

in the production rate of the plant as a result of time 

involvement. Considering this time involvement, the process 

plant can be optimized by introducing more machines to 

processes taking more time in the process plant or by 

improving the performance of the machines taking more time 

to complete their task. As stated earlier, in order to compare 

the performance of the developed model, another model was 

used to analyze the Poundo yam process plant. The other 

model used was able to estimate the production capacity, 

production rate and time utilization but the values obtained 

are different from the present study as presented in Table 4. 

The present study shows that the production rate of the 

machines in the process plant remain constant when 

operating the process plant with either no buffer storage or 

with buffer storage. Though, there is a difference in the 

production rate of the whole process plant when operating 

with buffer storage. On the other hand, the other model used 

for comparison shows significant difference in the 

production rate of the machines in the plant as well as the 

whole process plant. However, the production rates of the 

machines are expected to be constant either operating with 

buffer or with no buffer. This is necessary because the 

production rate is a function of time and output capacity. In 

view of this, when the buffer storage is added the time 

utilized increases as well as the output capacity and as such 

the production rate remains constant. As expected, the two 
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models provide substantial differences in the production 

capacities of the machines in the plant when operating with 

no buffer and when operating with buffer. It is expected that 

the production capacity of the machines and the whole 

process plant should be high when operating with buffer 

storage. This expectation was clearly demonstrated by the 

two models except for the milling and sieving machine 

which appears otherwise in the other model used for 

comparison. Similarly, the time utilized by the machines in 

the process plant and by the process plant as a whole is 

expected to increase when operating with buffer storage. The 

two models demonstrated this fact by showing a significant 

difference in the utilization time obtained from the evaluation 

process. 

Table 3. Results for production rates and capacities of machines in the Poundo yam process plant 

S/N Machines 

Production Rate 

(kg/hr) 

Machine’s output 

Capacity (kg) 

Time Utilized per 

batch (hr) 

No Buffer Imaginary 

Buffer added 

No Buffer Imaginary 

Buffer added 

No Buffer Imaginary 

Buffer added 

1 Washing machine  200 200 700.00 2100 3.50 10.50 

2 Peeling and Slicing Machine  240 240 720.00 2160 3.00 9.00 

3 Parboiling Machine  234 234 701.00 2103 3.00 9.00 

4 Conveyor  1665 1664 699.20 2097 0.42 1.26 

5 Drying Machine  284 284 851.18 2553 3.00 9.00 

6 Milling Machine  3259 3259 814.75 2444 0.25 0.75 

7 Sieving Machine  2035 2035 752.93 2259 0.37 1.11 

 Process Plant 51.8 76 701.04 2103 13.53 27.6 

 

Table 4. Comparison of the present study with another model using the Poundo yam process plant as a case study 

 

 

 

 

 

 

 

 

 

 

5. Conclusion 

The development of process plants for achieving 

conversion of raw materials to finished goods plays a critical 

role in national development and technological sustainability. 

It is important to consider the capacity planning and time 

utilization alongside the development of these process plants 

from the conceptual stage of individual machines in the 

system. This is necessary because it will assist in optimizing 

the production from the process plant in order to meet the 

demand of the consumers. Capacity planning and time 

utilization of process plants will provide adequate 

information on the amount of raw material needed for 

production and the quantity of finished goods that can be 

moved into the system at a particular time. In order to 

achieve effective production capacity planning and time 

utilization of process plants, mathematical models are 

required. The mathematical model and framework presented 

in this article have been able to provide results by its 

application to a Poundo yam process plant. However, future 

work is still possible in the area of developing the framework 

into a model with user interface using the mathematical 

model and creating a computer aided process planning 

software that can be adopted by industries in order to know 

S/N Machines 
Models for 

Comparison 

Production Rate 

(kg/hr) 

Machine’s output 

Capacity (kg) 

Time Utilized per 

batch (hr) 

No 

Buffer 

Imaginary 

Buffer added 

No 

Buffer 

Imaginary 

Buffer added 

No 

Buffer 

Imaginary 

Buffer added 

1 
Washing 

machine  

Present Study 200 200 700.00 2100 3.50 10.50 

Another model 76.10 130.60 214.06 1880.64 2.63 16.10 

2 
Peeling and 

Slicing Machine  

Present Study 240 240 720.00 2160 3.00 9.00 

Another model 86.36 127.00 242.92 1828.80 2.71 16.56 

3 
Parboiling 

Machine  

Present Study 234 234 701.00 2103 3.00 9.00 

Another model 88.69 128.78 249.47 1854.43 2.63 16.12 

4 Conveyor 
Present Study 1665 1664 699.20 2097 0.42 1.26 

Another model 635.18 130.81 1786.67 1883.66 2.63 16.08 

5 Drying Machine 
Present Study 284 284 851.18 2553 3.00 9.00 

Another model 73.05 107.44 205.48 1547.14 3.20 19.57 

6 
Milling 

Machine  

Present Study 3259 3259 814.75 2444 0.25 0.75 

Another model 915.76 112.24 2575.90 1616.26 3.06 18.74 

7 
Sieving 

Machine  

Present Study 2035 2035 752.93 2259 0.37 1.11 

Another model 669.56 121.4 1883.38 1748.16 2.83 17.32 

 
Process Plant 

Present Study 51.8 76 701.04 2103 13.53 27.6 

Another model 19.67 121.43 1022.55 1748.59 19.69 100.80 
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the capacities of their plants. Further work is still necessary 

towards developing similar model for concurrent process 

plants since all process plants cannot be sequential in nature. 
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Abstract- For better understanding of the residual stress fields associated with Tungsten Inert Gas (TIG) welding, thermal 

analysis was carried out using Solid Works 2017 version and ESI Visual-Environment 2016 version to compute the transient 

temperature profile due to welding thermal loading and resulting stress field in three categories namely; von-mises stress, axial 

stress and thermal stress. A range of welding temperatures including 1746oC, 1912oC, 2100oC, 2410oC and 2800oC were 

experimentally applied in the joining process of AISI 1020 low carbon steel plate of 10 mm thickness and a strain gauge indicator 

was used to measure the thermal stresses induced in the steel plate which the average was recorded as 38,200MPa. The 

experimental parameters and conditions were applied in finite element simulation of the same plate dimension, and average von-

mises stress of 37,508 MPa, average axial stress of 30,732 MPa and average thermal stress of 20,101 MPa was obtained. 

However, it was observed that the higher the welding temperature, the higher the stresses induced in the welding material. Hence, 

temperature for TIG welding process should be regulated at its optimum to avoid fatigue acceleration, stress propagation, early 

crack nucleation and possible fracture on the welded component which may limit the longevity and performance of such 

component in its service condition. 

Keywords: TIG Welding, Induced stresses, Welding Temperature, Mild Steel, Finite Element Analysis. 

 

1. Introduction  

Welding is a process that involves joining two or more 

materials together, usually by melting the specimens into one 

piece and subsequent solidification of the melted parts [1]. Arc 

welding is divided into four (4) major processes such as 

Shielded Metal Arc Welding (SMAW) also known as Manual 

Metal Arc Welding, Gas Metal Arc Welding (GMAW) also 

known as Metal Inert Gas or Active Gas Welding 

(MIG/MAG), Flux Core Arc Welding (FCAW) and Gas 

Tungsten Arc Welding or Tungsten Inert Gas (TIG) which is 

the centre of focus in this paper [2, 3].  

Due to the high temperature and heat distribution on the 

material in the Heat Affected Zone (HAZ), phase 

transformation in the melting zone as well as rapid cooling and 

solidification during TIG welding process, residual stresses 

and possible distortions are induced in the welded material as 

a result of thermal effects in the welding sequence [4, 5]. 

According to Kamble and Rao [6], heat distribution around the 

weldment usually can alter the chemical and mechanical 

properties which depends upon the chemical composition of 

the welded metal. Two methods are generally used in 

determining residual stresses, namely; experimental method 

and computer-based simulations method. Experimental 

methods is known to exist in two forms such as destructive 

and non-destructive methods of which diffraction methods are 

examples of non-destructive method [7].  
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In recent times, application of finite element analysis 

(FEA) in welding processes through computer-based 

simulation tools have proven to be more efficient and time 

saving, providing accurate results depending on the input data 

and significant reduction in simulation cost over experimental 

methods [8, 9]. Perhaps of even greater importance, is that 

computer-based simulations allow the user to better visualize 

the complex cause and effect relationship between the various 

welding parameters and the residual stresses induced on the 

weldment [10]. The application of welding operation on a 

material generally causes high tensile stresses, yield stresses, 

as well as compressive stresses in the welded metal. During 

service condition of the material, the thermally induced 

stresses on the weldment transforms to residual stresses which 

may result in premature failure of the welded components by 

causing fatigue acceleration, stress propagation, early crack 

nucleation and possible fracture [11].  

However, residual stresses due to welding defects are 

trapped within the components microstructure which 

gradually accelerates, thereby, hampering the performance 

and longevity of such material in service condition. This 

implies that when an area of a welded component is under 

compressive residual stress, the neighbouring area equally 

suffers the effects of tensile residual stresses trapped within 

the weldment [12].  Although some components may not fail 

due to residual stresses, they can contribute immensely to 

stresses from external loads acting on such components. 

Hence, residual stresses usually tend to lessen the strength of 

the welded component in service condition [13]. Since 

welding residual stresses are primarily the result of volume 

changes during solidification, the stresses can be expressed in 

terms of three principal stresses (acting on a flat plate); axial 

stress, thermal stress and von-mises stress, which are the 

major areas of focus in this paper. 

 

2. Materials and Methods 

Two low carbon steel materials of 10mm thickness 50 mm x 

35 mm (length x width) each were prepared for welding. 

Abrasive material (sand paper) was used to smoothen the 

entire material to eliminate all possible coatings, corrosion or 

rust that may have accumulated on the material. Prior to 

welding, surface of the samples to be welded were chemically 

cleaned with acetone to eliminate surface contamination and 

welding was applied on the flat plates using the conditions in 

Table 1. The weld pole as a result of heat application on the 

fusion zone is shown in Fig 1. 

 

 

Fig. 1. Weld Pole of the Fusion Zone at Minimum and 

Maximum Temperature. 

 

Table 1. Welding conditions applied in the TIG welding process 

Tungsten 

Inert Gas 

DCEN- 

Current 

Welding 

Speed 

Shielding 

Gas 

Welding 

Power 

Arc 

Voltage 

Gas Flow 

Rate 

Filler Rod 

Diameter 

2.0L/min 130 A 0.18m/min Pure 

argon 

Alternating 

current (AC) 

20V 20cfh 3/32 

 

The welding runs were varied for different temperatures 

including 1746oC, 1912oC, 2100oC, 2410oC and 2800oC 

respectively as presented in Fig 2. As shown in Fig 3, P3 strain 

indicator was used to measure the residual stresses induced in 

the steel plate which the average was recorded as 38,200 MPa. 

 

Fig. 2. Welded Samples showing Welding Temperatures  

 

Fig. 3. Experimental Set-up showing the strain measurement  

Using the available M-bond adhesive, rosette strain gauge was 

carefully and firmly applied at the back surface of the fusion 

zone on the test piece. Wire leads were soldered onto the nine 

terminals of the strain gauge rosette .This was carefully done 
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so as not to damage the strain gauge rosette. The stress values 

were obtained by multiplying the measured strain gauge 

values by the Young's modulus. However, visualization of 

thermally induced stress distributions on the material after the 

welding experimentation was complex. Considering the 

aforementioned welding parameters, computer–based 

simulations was conducted using Finite Element Analysis 

(FEA) to determine residual stress distribution and 

visualization across the material.  

The FEA was carried out in two steps. A non-linear 

transient thermal analysis was initially conducted to obtain the 

global temperature profile generated during the welding 

process. Stress analysis was then developed with the 

temperatures obtained from the thermal analysis used as 

loading to the stress model. The FEA tool used to determine 

the von-mises stress was Solid Works 2017 version but the 

axial and thermal stresses were determined using ESI Visual-

Environment. This is because Solid Works could only provide 

visuals of stress distribution on the welded parts, whereas, ESI 

Visual-Environment provided visuals of thermally induced 

stress distribution across the entire surface of the welded steel 

plate. Figure 4 represent temperature profile of the 10 mm 

mild steel plate in ESI Visual-Environment. Table 2 represents 

mechanical properties of the mild steel plate. The 3-D finite 

element model of the plate took a longer mesh converging 

time in solid works due to the large number of nodes (108015). 

As an alternative, a 2-D axisymmetric model in ESI Visual-

Weld was developed using quadratic meshing elements 

(shown in Table 3) with 1342 nodes in order to simplify the 

mesh converging time and computational speed.  

 

 

Fig. 4. Temperature Range Adopted for the FEA of 10 mm 

Mild Steel Plate  

 

 

Table 2. Mechanical Properties of AISI 1020 Mild Steel plate 

Material: AISI 1020 Properties Model 

Model type Linear Elastic Isotropic 

 

Default failure criterion Max von Mises Stress 

Yield strength 351.571 N/mm^2 

Tensile strength 420.507 N/mm^2 

Elastic modulus 200000 N/mm^2 

Poisson's ratio 0.29   

Mass density 7900 g/cm^3 

Shear modulus 77000 N/mm^2 

Thermal expansion coefficient 1.5e-005 /Kelvin 

 

Table 3. Solid Works-Solid mesh and ESI Visual-Mesh Visualization 

Solid Works-Solid mesh, 108015 nodes ESI Visual-Mesh, 1342 nodes 

  

3. Thermal Analysis 

During Tungsten Inert Gas welding process, the heat input 

per unit of time is given by equation 1; 

𝑄̇ = ƞ𝑈𝐼           (1) 

where U is the voltage, I is the current and ƞ is the arc 

efficiency. 

Heat transfer in welding process is a non-linear condition due 

to the dependence of the material’s thermos-physical 

properties on temperature. However, residual stresses and 

distortions are produced as a result of heterogeneous welding 

temperature caused by localized heat input during the welding 
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process. In this case, tungsten electrode is the heat source in 

which the state of heat transfer is given by equation 2. 

𝜌𝑐 
𝜕𝑇

𝜕𝑡
=  

𝜕

𝜕𝑥
 (𝑘

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘

𝜕𝑇

𝜕𝑦
) +

𝜕

𝜕𝑧
 (𝑘

𝜕𝑇

𝜕𝑧
) + 𝑄       (2) 

Where p is the density, c is the specific heat capacity, k is the 

thermal conductivity coefficient and Q is the heat flux. 

The heat source equation for first half of the mild steel plate is 

given by equation (3); 

𝑞(𝑥, 𝑦, 𝑧, 𝑡) =  
6√3𝑄𝑓𝑓

𝑎𝑏𝑐1𝜋√𝜋
𝑒

−3(
𝑥2

𝑎2 + 
𝑦2

𝑏2 + 
(𝑧−𝑣𝑡)2

𝑐1
2 )

        (3) 

The heat source equation for the second half of the mild steel 

plate is given by equation (4); 

𝑞(𝑥, 𝑦, 𝑧, 𝑡) =  
6√3𝑄𝑓𝑟

𝑎𝑏𝑐2𝜋√𝜋
𝑒

−3(
𝑥2

𝑎2 + 
𝑦2

𝑏2 + 
(𝑧−𝑣𝑡)2

𝑐2
2 )

        (4) 

Where q is the total heat source, v is the welding speed ff and 

fr are the energy fraction of the heat source, a, b, and c is the 

half axle in different directions, t is the thickness of the plate. 

Heat losses on the workpiece surfaces by convection, qc, 

and radiation, qr, are introduced as boundary conditions, given 

by equation (5) and (6) respectively [14]. 

𝑞𝑐 = ℎ(𝑇 − 𝑇∞)          (5) 

 

𝑞𝑟 =  𝛿𝑆 (𝑇4 − 𝑇∞
4 )         (6) 

Where h and is the convention coefficient, T∞ is the 

temperature of the surrounding fluid, δ is the Stefan-

Boltzmann constant, S is the radiation area. 

While modelling the plastic behaviour of a flat plate, it is 

important to define the elastic domain, which is usually based 

on the von Mises criterion derived from equation (7). 

 

𝑓 =  𝜎𝑣𝑀 − 𝜎𝑦 < 0          (7) 

 

Where f is the yielding function, σy is the material’s yield stress 

and σvM is the von Mises equivalent stress, given by equation 

8 respectively [15]. 

𝜎𝑣𝑀 = [
(𝜎1− 𝜎2)2+ (𝜎2− 𝜎3)2+ (𝜎3− 𝜎1)2

2
]

1

2
      (8) 

 

Where σ1, σ2 and σ3 are the principal stresses. According to the 

von Mises criterion, plastic strains will be developed when the 

condition in equation (7) is met. 

In a typical welding process, there is heat source that 

provide the arc energy required for the operation, and this can 

cause localized increase in thermally induced stress as a result 

of the high temperature from the arc. To simulate the arc 

heating effect on the welded material, the equivalent heat input 

can be assumed as the combination of both the surface flux 

and body flux [16]. The surface flux qs and body flux qb are 

generally expressed as Gaussian distribution given by 

equation (9) and (10); 

𝑞𝑠 =  
3𝑄𝑠

𝜋𝑎𝑐
𝑒𝑥𝑝 {

3𝑥2

𝑎2 −  
3𝑧2

𝑐2 }         (9) 

𝑞𝑏 =  
6√3𝑄𝑏

𝑎𝑏𝑐𝜋√𝜋
𝑒𝑥𝑝 {−

3𝑥2

𝑎2 −
3𝑦2

𝑏2  
3𝑧2

𝑐2 }       (10) 

Where a, b, and c are the semi-characteristic arc dimensions 

in x, y, direction.  

4. Results 

Table 4 represents the work flow sensitivity sensors which 

is a platform in solid works simulation that allows the sensor 

to be used in any plot using probe tool which can equally probe 

the simulation results at various scenarios for accuracy. Table 

5 extracted from the solid works transient analysis represents 

the reaction forces (N) at different welding Temperature (oC). 

In addition, the stress results obtained from different welding 

temperatures is presented in Table 6, while the plot of stress 

results obtained from different welding temperature intervals 

is indicated in Fig. 5, respectively. However, the stress 

distribution across the two welded metals were somewhat 

similar and followed almost the same distribution trend. 

Therefore, the stress results presented in this section are only 

shown for one half of the welded mild steel plates at various 

welding temperature as shown in Figs. 6-20. For better 

visualization of the axial and thermally induced stress 

propagation and distribution across one half of the welded 

metal particularly at the surface, the same mild steel plate was 

also simulated in ESI Visual-Environment.

 

Table 4. Workflow Sensitive Sensors at different Welding Temperature 

Points Locations (mm) Normal X Normal Y Normal Z Shear XY Shear XZ Shear YZ 

Workflow Sensitive Sensors at 1746oC (Stress Components - N/mm^2 (MPa)) 

1 -5.2122, -15.3915, 14.6747 -12.72 643.50 -3.97 27.70 -3.53 3.90 

2 -5.2122, -21.3290, 14.6747 -0.15 -1.34 -6.04 -0.16 -1.38 3.79 

Workflow Sensitive Sensors at 1912oC (Stress Components - N/mm^2 (MPa)) 

1 -5.2122, -15.3915, 14.6747 -10.05 599.19 -3.19 26.51 -2.86 4.93 

2 -5.2122, -21.3290, 14.6747 -0.26 -1.28 -5.38 -0.22 -1.28 3.34 

Workflow Sensitive Sensors at 2100oC (Stress Components - N/mm^2 (MPa)) 

1 -5.2122, -15.3915, 14.6747 -17.57 915.29 -5.59 40.32 -4.82 5.67 

2 -5.2122, -21.3290, 14.6747 -0.08 -2.07 -8.25 -0.26 -1.38 5.47 

Workflow Sensitive Sensors at 2410oC (Stress Components - N/mm^2 (MPa)) 

1 -5.2122, -15.3915, 14.6747 -16.73 989.23 -5.65 43.99 -4.63 7.73 
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2 -5.2122, -21.3290, 14.6747 -0.07 -2.26 -8.54 -0.33 -1.38 5.70 

Workflow Sensitive Sensors at 2800oC (Stress Components - N/mm^2 (MPa)) 

1 -5.2122, -15.3915, 14.6747 -21.63 1303.54 -7.38 58.77 -5.94 10.35 

2 -5.2122, -21.3290, 14.6747 -0.01 -3.16 -11.07 -0.45 -1.38 7.56 

 

Table 5. Reaction Forces (N) at different welding Temperature (oC) 

Selection set Welding Temperature (oC) Sum X Sum Y Sum Z Resultant 

 

 

Entire 

Model 

1746 0.0576439 1.39219 0.0337265 1.39379 

1912 0.039957 1.34291 -0.0314658 1.34387 

2100 -0.0282955 1.41269 0.0461736 1.41373 

2410 -0.0388947 1.40332 0.0240045 1.40406 

2800 0.0572472 1.43699 -0.0527453 1.4391 

 

Table 6. Stress results obtained from different Welding Temperatures 

Welding 

Runs 

Welding 

Temperature 

(oC) 

Max Experimental 

Thermal Stress 

(N/mm^2) 

Max Von-mises 

Stress (N/mm^2) 

Max Axial 

Stress 

(N/mm^2) 

Max Thermal 

Stress 

(N/mm^2) 

1 1,746 25,450 24,352.555 21,973.00 11,613.00 

2 1,912 26,730 25,806.361 24,961.00 13,523.00  

3 2,100 36,060 35,471.488 30,834.00 18,720.00 

4 2,410 43,490 43,681.516 35,387.00 25,790.00 

5 2,800 59,270 58,229.234 40,507.00 30,863.00 

Average 2,194 38,200 37,508.2 30,732 20101.8 

 

 

Fig. 5. Plot of Stress results obtained from different Welding Temperature Intervals 

 

Fig. 6. Von-mises stress distribution Profile from solid 

Works at 1746oC 

 

Fig. 7. Axial stress distribution Profile from ESI-Visual at 

1746oC 

1 2 3 4 5

1746

1912

2100

2410
2800

24.352,56

25.806,36 35.471,49 43.681,52

58.229,23

21.973,00
24.961,00 30.834,00

35.387,00

40.507,00
11.613,00

13.523,00
18.720,00

25.790,00
30.863,00

Welding Temperature (oC) Max Von-mises Stress (N/mm^2) Max Axial Stress (N/mm^2) Max Thermal Stress (N/mm^2)
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The thermally induced stresses in the fusion zone of the 

welded metal may be due to the welding parameters. This has 

been indicated in several studies carried out in recent times. 

For example, Owunna and Ikpe (2018) [17] reported that the 

hardness property of a welded metal can be affected by the 

Welding voltage, while the strength of the weld joints can 

improve with decreasing welding voltage but prone to thermal 

stress at increasing welding current. The higher welding 

amperage in effect can result in undercut due to welding 

operations conducted with relatively high amperage or 

relatively long arc length which would leave a groove in the 

base metal along either sides of the bead, thereby, causing 

residual stress build-up and reduction in the strength of the 

weldment [18]. It was observed in similar studies that 

excessively high welding temperature and voltage can result 

in a wider bead that would subject the weldment to thermal 

stress cracking, increased undercut, increased side wall fusion 

defects and difficulty in slag removal while amperage set too 

low may result in a narrow and erratic beads that would affect 

fusion of the metal plates [19].  

 

Fig. 8. Thermal induced stress distribution Profile from ESI-

Visual at 1746oC  

 

Fig. 9. Von-mises Stress Distribution Profile from Solid 

Works at 1912oC 

 

 

Fig. 10. Axial stress distribution Profile from ESI-Visual at 

1912oC 

  

Fig. 11. Thermal stress distribution Profile from ESI-Visual at 

1912oC 

 

Fig. 12. Von-mises Stress Distribution Profile from Solid 

Works at 2100oC     

 

Fig. 13. Axial stress distribution Profile from ESI-Visual at 

2100oC 



INTERNATIONAL JOURNAL of ENGINEERING TECHNOLOGIES-IJET 
Owunna and Ikpe Vol.5, No.2, 2019 

56 
 

 

Fig. 14. Thermal stress distribution Profile from ESI-Visual 

at 2100oC 

 

Fig. 15. Von-mises Stress Distribution Profile from Solid 

Works at 2410oC 

 

Fig. 16. Axial stress distribution Profile from ESI-Visual at 

2410oC 

 

Fig. 17. Thermal stress distribution Profile from ESI-Visual 

at 2410oC 

 

Fig. 18. Von-mises Stress Distribution Profile from Solid 

Works at 2800oC 

 

Fig. 19. Axial stress distribution Profile from ESI-Visual at 

2800oC 

 

Fig. 20. Thermal stress distribution Profile from ESI-Visual at 

2800oC  

Table 6 best exemplify this phenomenon where welding 

temperature of 1746oC yielded maximum von-mises stress of 

24,352.555 MPa, maximum axial stress (tensile stress) of 

21,973.00 MPa and maximum thermal stress of 11,613.00 

MPa. Furthermore, increasing the welding temperature to 

1912oC led to increased maximum von-mises stress of 

25,806.361 MPa, maximum axial stress of 24,961.00 MPa and 

maximum thermal stress of 13,523.00 MPa while further 

increase in the welding temperature to 2100oC produced 

increasing maximum von-mises stress of 35,471.488 MPa, 

maximum axial stress of 30,834.00 MPa and maximum 

thermal stress of 18,720.00 MPa respectively. In addition, the 

last two welding temperature was increased to 2410oC and 

2800oC and maximum von-mises stress of 43,681.516 MPa, 

maximum axial stress of 35,387.00 MPa, maximum thermal 
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stress of 25,790.00 MPa and maximum von-mises stress of 

58,229.234 MPa, maximum axial stress of 40,507.00 MPa, 

maximum thermal stress of 30,863.00 MPa. The Solid Works 

models shown in Figs. 6, 9, 12, 15 and 18 were simulated to 

determine the von-mises stress but visuals of the stress 

distributed across the welded material showed that the stress 

concentrated mainly on the weldment and edges of the welded 

metal, whereas, visuals of the stress distribution on the surface 

of the metal plate were more elaborate with ESI Visual-

Environment as shown in Fig 7, 8, 10, 11, 13, 14, 16, 17, 19 

and 20 respectively.  

The high temperature around the welding pool and the 

existing heat dissipation through the plate and from the surface 

cause a severe temperature gradient across the welded material 

and possible stresses that may alter the microstructure of the 

material, as the HAZ extends from the welded joint. 

According to Owunna and Ikpe [20], heat distribution around 

the weldment usually alters the chemical and mechanical 

properties which depends upon the chemical composition of 

the bead and its geometry. This is in agreement with the 

studies on weld bead penetration in Tungsten TIG welding of 

AISI 1020 low carbon steel plate, where it was observed that 

higher the temperature distribution across the fusion zone, the 

wider the Heat Affected Zones (HAZs) which are indications 

of phase transformations and alterations in mechanical 

properties of the welded metal which may lead to induced 

residual stresses if the welding parameters particularly the 

amperage is not controlled adequately [21]. 

 As shown in Fig. 5, the induced stresses were computed 

in three categories namely; Von-mises yield criterion (also 

referred to as maximum distortion energy criterion) which is 

part of plasticity theory for ductile materials, suggesting that 

the yielding effect of a given material commences when the 

second deviatoric stress invariant reaches a critical value. In 

other words, von-mises stress is a value that can be used to 

determine the rate of yield or fracture in a material. The second 

category of stress considered in this study is tensile stress 

which tends to alter the length of a body by causing the welded 

material to elongate in the direction of the applied welding 

force, whereas the third category of stress considered in this 

study is the thermal stress which is induced in the welded 

material due to temperature variation, thermal expansion or 

contraction and thermal shocks, and can result in fracture or 

plastic deformation depending on the heat constraint and other 

variables such as thermal conductivity of the material.  

Generally, thermal stress is a constraint that significantly 

affect a material subjected to high temperature welding 

condition, and it is highly dependent on the thermal expansion 

coefficient of the welded material. In other words, the higher 

the temperature variation, the higher the stresses induced in 

the welded material as tabulated earlier in Table 6. This 

correlates with the investigation carried out by Tarak [10] on 

residual stresses due to circumferential girth welding of 

austenitic stainless steel pipes. 

5. Conclusion 

Based on the objective of this work, a Finite Element Method 

based on transient thermal elastic plastic model was developed 

and the effects of TIG welding cycle on AISI 1020 low carbon 

steel plate of 10 mm thickness was examined. The material 

parameters for the AISI 1020 mild steel were assumed to be 

temperature dependent, while other constraints such as 

distributed arc heat input, heat loss, welding speed, shielding 

gas, welding power, arc voltage, gas flow rate were considered 

in the model. From the stresses obtained from the thermal 

transient analysis of TIG welding process of mild steel in this 

study, it has been observed that temperature gradient in terms 

of heat input plays a major role in welding in which lower heat 

input affects the quality of the welded joints. Therefore, 

optimum heat input is ideal for joining of two or more metals 

together. In addition, comparing the results obtained for each 

of the three average stress (maximum von-mises stress, 

maximum axial stress and maximum thermal stress) 

categories and the maximum average stress result measured 

with a strain gauge indicator during the experimental exercise 

showed relatively less difference for von-mises stress (692 

Mpa), a higher difference in terms of axial stress (7,468 MPa) 

and relatively high difference in thermal stress (18,099 MPa), 

thus, indicating that thermal induced stress which is a function 

of high temperature and heat input during welding operation 

must be prerequisite for consideration prior to commencement 

of any welding operation. 
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Abstract- With the increasing need of repetitive tasks in the manufacturing industry, robotic automation is becoming a necessity. 

In the steel industry, workers become less efficient over time, causing interruptions during assembly. Robotic automation is 

capable of operating at highest efficiency therefore increasing productivity in the steel industry. The robot will be able to pick 

up and drop metallic object with the help of the electromagnet present on the robotic arm. The handling of the objects will be 

triggered by the hand gestures from the user. The image to be processed will be captured by an external camera. This robot is 

built as a prototype for the steel industry.  

Keywords Gesture Recognition, OpenCV, Embedded System Robotic Arm Control, Embedded C. 

 

1. Introduction 

The aim of this system was to operate the robot with 

embedded tasks via finger recognition software coming from 

a video stream from the PC video output due to the reasons 

listen in the abstract [1]. The image recognition software was 

designed in OpenCV3, whereas the embedded system was 

designed in Arduino.  

Finger recognition works by counting the empty spaces 

between the fingers. The finger recognition software works 

using convex hull algorithms and contour detection. In simpler 

terms, convex hull approach aims to confine a set of given 

points in a plane by the smallest polygon [2, 3]. 

OpenCV is a library designed for use in open source 

software and real-time image processing applications. This 

library, which can calculate all the moments of a polygonal 

and random shape, finds convexity lines through hand 

recognition [4, 5]. 

In sectors such as production, repetitive jobs are 

performed in most areas. There are many manpower and cost 

increases. An interactive design has been done by creating a 

robotic system to perform object recognition and operations 

[6]. 

Autonomous systems aim to control the movement of 

robots in robotic studies and researches. The algorithms used 

in such systems can make improvements by analyzing the 

errors that occur during the movements of the robots. These 

errors are calculated during the experiments on the robotic 

arms and in the next trials they provide the system with 

operational response [7]. 

A new algorithm for real-time and recognition is based on 

hand movement recognition. This algorithm is based on three 

main steps: hand partitioning, hand tracking and gesture 

recognition. Skin color, hand segmentation and monitoring 

based algorithm have been proposed for hand recognition. It 

has been investigated that it leads to good performances on the 

system [8]. 

The Kalman filter was used for the steady position of the 

hand movement by using convective neural networks for real-

time interaction with hand movements [9]. For control of the 

robotic arm, control of the robotic arm is provided via the 

analog signals from the sensors. Wearable robotic arm is 

designed to simulate the natural movements of the human arm 

[10]. People who work in explosive and security operations 

are at risk and life-threatening. Therefore, we can keep the 
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danger away from people by the help of a robotic hand on an 

autonomous device [11]. 

Motion control can be used on heavy machines. These 

movements are used to control the movement of robotic arms 

with image processing techniques [12]. The natural hand 

movement recognition system is developed upon hand 

recognition and recognition of hand movements. Hand 

tracking, background cleaning, and lighting status create 

difficulties in motion recognition systems [13]. It is controlled 

by sensors and accelerometers in a system that simulates the 

movement of the user's arm by manual tracking. Kinect 

simulates the skeleton of the human body and provides its 

three-dimensional coordinates to its users [14]. 

Systems designed to work on more than one person have 

been designed with a finger-tipped approach to recognizing 

hand movements [15].   

With the removal of the hand zone from the background, 

the data sets of the hand movements are created by detecting 

the palms and the fingers. With the data sets created, the 

accuracy of the method is controlled [16]. 

A robot kinematics can be examined geometrically and 

the position, velocity and acceleration information of all of its 

movement from force and torque components can be extracted 

[17, 18]. 

The robotic arm is controlled via pre-defined actions in 

Arduino. The four actions defined by the robotic arm are as 

follows: forwards arm motion, turning on the electromagnet, 

backwards arm motion and turning off the electromagnet. The 

finger count for these actions are respectively 2, 3, 4 and 5. 

The fingers do not have to be showed in order. For example, 

showing index and pinky finger would still trigger action 2. 

 

2. System and Software Algorithm’s  

 

Fig. 1. Flow diagram of algorithm step. 

Fig. 1 shows summaries the necessary steps in this study. 

In this study using the deep learning algorithm and Mnist data 

set consists of 3 main stages. These are: preprocessing on the 

image, deep learning algorithm and mnist data set. 

The Arduino Mega code was produced using the Arduino 

IDE. Arduino is responsible for controlling the servo engines 

using the data received from the hand recognition software. 

For this purpose, the libraries used were standard to Arduino, 

therefore any user can duplicate the results.  

Firstly, in the code, library and variable definitions were 

created. There are three servo definitions and three servo angle 

definitions.  

Secondly, in the setup() section, the servos were attached 

to their respective pins and the initiation angles to the servos 

are written. The servo engines initiate at 90 degrees. There is 

no user input that can keep the servos at 90 degrees, therefore 

the once the arm stands at a 90-degree angle, the user can 

understand that the system has initiated. Furthermore, a three-

note music is played by the system once the serial opens, to 

make sure that the communication pathway between the 

Python hand recognition software and Arduino Mega is open.  

Lastly, in the loop() section, a switch case was created. 

This switch case operates given the user input from the Python 

program. According to the number of fingers received from 

the Python program, different cases in switch are activated, 

which operates the robotic arm. 

The Python hand recognition software works using 

OpenCV and Serial Port [5]. OpenCV proves rather useful 

when working with computer vision and image recognition 

due to wide variety of supported libraries and conducted 

experiments. OpenCV has more than 47.000 users and more 

than 14 million estimated downloads. Use extends from 

interactive art to mine inspection, to stitch maps on the web, 

or to advanced robots. [5]. 

When the software is initiated, a video stream from the 

camera of the PC (or webcam, in this system) is recorded and 

presented on the screen. Even though the entire video stream 

is presented on the screen, the part of the screen which 

processes the information is marked with a red square. Instead 

of detecting the entire video stream, the red square was chosen 

to be area of interest due to efficiency purposes. The program 

works more efficiently in a smaller area. The user must present 

his/her hand in this square for the software to process the 

information. Once the hand is presented in this square, the 

software is responsible for counting the empty spaces between 

the fingers. For example, if the software is counting 3 defects, 

there would be 4 fingers present in the square, which would 

trigger an action to the servos [6, 7].  
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The Python code can be seen alongside the closed system 

can be seen in Fig. 2. 

 

Fig. 2. Closed system along with the software. 

3. Analysis Process On Image 

In image processing, the thresholding method of the Otsu 

is used for the decision of the automatic thresholding level 

based on the shape of the histogram [19, 20]. The method of 

Otsu selects the threshold by minimizing the intra-class 

variation of two pixel groups separated by the thresholding 

operator [19, 20]. The aim is to select a point as the threshold 

value between two peaks representing the foreground and 

background pixel values [19, 20]. 

With the calculation below, this calculation depends on 

the histogram counting set [20]. Taking into account the 

probability 𝜔1 on equation 1 and 𝜔1 on equation 2; 

𝜔0 = ∑ 𝑃𝑖 = 𝑘
𝑖=0 ω(k)             (1) 

𝜔1 =∑ 𝑃𝑖 = 𝐿
𝑖=𝑘+1 1 - 𝜔0(k)            (2) 

Equation 3 above μ0, μ1 on Equation 4 and Equation 5 

above ω (k) is calculated. 

µ0 = ∑
𝑖𝑃𝑖

𝜔0
 = 

𝑘

𝑖=1

µ(k)

ω(k)
              (3) 

µ1 = ∑
𝑖𝑃𝑖

𝜔1
 = 

𝑘

𝑖=𝑘+1

µT− µ(k)

1− ω(k)
            (4) 

where 

ω(k) = ∑ 𝑖𝑃𝑖 𝑘
𝑖−1               (5) 

The average pixel value of the total image is calculated 

using µt equation 6. 

 µT = ∑ 𝑖𝑃𝑖 𝐿
𝑖=1                   (6) 

Class variables to be used in calculations 𝜎0
2 ve 𝜎1

2 

equation 7 and 8 is calculated by. 

σ0
2

= ∑ (𝑖 −  µ0 )𝑘
𝑖=1

2 pi / 𝜔0             (7) 

 𝜎1
2= ∑  𝐿

𝑖=𝑘+1 (i - µ1)2 pi / 𝜔1            (8) 

The Otsu algorithm mentions three classes significantly. 

These changes to the class λ, change between classes κ and 

total variance Ƞ with these variables are defined on equations 

9, 10 and 11. 

λ = 𝜎𝐵
2               (9) 

κ = 𝜎𝑇
2 / 𝜎𝑊

2             (10) 

Ƞ = 𝜎𝐵
2 / 𝜎𝑇

2                                                                               (11) 

where 

𝜎𝑊
2  = 𝜔0 𝜎0

2 + 𝜔1 𝜎1
2            (12) 

𝜎𝐵
2 = 𝜔0 (µ0 - µT)2 + 𝜔1 (µ1 - µT)2 = 𝜔0 𝜔1 (µ1 - µ0)2         (13) 

Equation 12 and 13 on 𝜎2  ve 𝜎𝐵
2  formulas where the 

variables are defined are shown. Otsu states that when any of 

these criteria are maximized, the others are equivalent to 

maximizing. Equation 11 on definition Ƞ  larger threshold 

value according to the selected equation can be re-displayed 

on the articles 13 𝜎𝐵
2 's is the same as maximizing. 

𝜎𝐵
2(k) = 

[µ𝑇ω(k)− µ(𝑘)]2

ω(k)[1−ω(k) ]
           (14) 

The formula shown on Equation 14 is the most important 

calculation process on the Otsu algorithm. For all possible 

threshold values with this formula 𝜎𝐵
2 calculated. And the 

maximum value that makes it the threshold value is selected. 

The contours are described as a curve that combines all 

the continuous points of the same color or density along the 

boundary [18]. The contours are used for shape analysis and 

object detection and recognition [18]. The contour is the curve 

of two variable functions in which the function has a fixed 

value. A contour combines points above a certain level and an 

equal height [21]. 

Convex hull, concave polygons are traded on a defined 

region. The purpose is to find the smallest convex shape that 

surrounds the concave shape. This algorithm has been used to 

scan all points in the set of contour points within the system. 

A drawing process is performed around the contour of the 

hand to create a convex body by scanning all contour points 

[5, 21, 22]. 

4. Experiments 

Upon completing the system, experiments were 

conducted in order to see the movement of the robotic arm. 

The system was successful when recognizing the number of 

fingers shown to the camera. The recognized number of 

fingers seen by the camera were written on the Python screen. 

The different results acquired from the camera image can be 
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seen in the pictures below. Fig. 3, 4, 5, 6 and 7 show 1, 2, 3, 4 

and 5 fingers respectively. 

 

Fig. 3. Results showing 1 finger. 

 

Fig. 4. Results showing 2 fingers. 

 

Fig. 5. Results showing 3 fingers. 

 

Fig. 6. Results showing 4 fingers. 

 

Fig. 7. Results showing 5 fingers. 

During the experiments there were two potential problems 

that could diminish the results produced by the robot. If the 

background behind the red square in the software of polluted, 

the results were incorrect. Secondly, if the user does not leave 

adequate space between their fingers, the software often does 

not recognize the spaces between fingers. If these 

circumstances are satisfied, the results are successful, and the 

robotic arm movement is established. 

5. Conclusions 

As a result, as the distance between the webcam and the 

image increased, the hand gestures on the background could 

not read the software clearly, and incorrect operations were 

encountered. In addition, if the angle between the fingers is 

small, it has been seen that it defines the movement wrongly. 

The results are shown in Figures 3, 4, 5, 6 and 7. 

6. Discussion 

The aim of this study is to be able to detect finger 

movements of a person with instant camera images and 

perform defined operations on embedded systems. In the 

experiments, errors were detected in capturing the image 

depending on the distance between the background and the 

camera. Camera resolution is required to correct this error. 

The light level of the environment can be changed according 

to the experiment. 



INTERNATIONAL JOURNAL of ENGINEERING TECHNOLOGIES-IJET 
Cetinkaya et al., Vol.5, No.2, 2019 

63 
 

Acknowledgements 

Many thanks to Istanbul Gelisim University and 

Technology Transfer Office for their support.  

References  

[1] E. B. Mathew, D. Khanduja, B. Sapra, B. Bhushan, 

Robotic arm control through human arm movement detection 

using potentiometers, International Conference on Recent 

Developments in Control, Automation and Power 

Engineering, 2015. 

[2] B. İşçimen, H. Atasoy, Y. Kutlu, S. Yıldırım, E. Yıldırım, 

Smart robot arm motion using computer vision, Elektronika Ir 

Elektrotechnika, ISSN 1392-1215.  

[3] M. A. Jayaram, H. Fleyeh, Convex hulls in image 

processing: a scoping review, American Journal of Intelligent 

Systems, 2016. 

[4] OpenCV library document, https://opencv.org/ 

[5] Structural Analysis and Shape Descriptors, OpenCV 

“2.4.13.7 documentation”. https://docs.opencv.org 

[6] A. Dhawan, A. Bhat, S. Sharma, H. K. Kaura, Automated 

robot with object recognition and handling features, 

International Journal of Electronics and Computer Science 

Engineering, ISSN 2277-1956/V2N3-861-873. 

[7] Abhishek Chavan, Abhishek Bhuskute, Anmol Jain, 

Dynamics of robotic arm, International Journal of Computer 

Applications (0975 – 8887), 2014. 

[8] C. Manresa, J. Varona, R. Mas, F. J. Perales, ‘‘Hand 

tracking and gesture recognition for human-computer 

interaction’’, Electronic Letters on Computer Vision and 

Image Analysis 5(3):96-104, 2005. 

[9] P. Xu, A real-time hand gesture recognition and human-

computer interaction system, arXiv:1704.07296v1 [cs.CV] 24 

Apr 2017. 

[10] A. Soetedjo, I.K. Somawirata, A. Irawan, ‘‘Human arm 

movement detection using low-cost sensors for controlling 

robotic arm’’, Journal of Telecommunication, Electronic and 

Computer Engineering, e-ISSN: 2289-8131 Vol. 10 No. 2-3. 

[11] A. Alam, T. Rana, M. Hashemy, An autonomous 

detective robotic arm, International Conference on 

Mechanical, Industrial and Materials Engineering 2017. 

 



INTERNATIONAL JOURNAL of ENGINEERING TECHNOLOGIES-IJET 
Erhunmwun and Oside, Vol.5, No.2, 2019 

64 
 

Determining the Velocity Distribution Profile of a 

Fluid in an Inclined Flat Surface Using the Finite 

Element Method and the Exact Differential Equation 

Method 

 

Iredia Davis Erhunmwun*, Collins Oside**‡ 

 

*Department of Production Engineering, Faculty of Engineering, University of Benin, P.M.B. 1154, Benin City, Nigeria. 

** Department of Mechanical Engineering, Faculty of Engineering, National Institute of Construction Technology, Uromi, 

Nigeria. 

(iredia.erhunmwun@uniben.edu, osidecollins@gmail.com) 

 

‡ I. D. Erhunmwun, Department of Production Engineering, University of Benin, P.M.B. 1154, Benin City, Nigeria, Tel: +234 

807 072 8898,  

Fax: +234 807 072 8898, iredia.erhunmwun@uniben.edu 

 

Received: 27.07.2018 Accepted:25.04.2019 

 

Abstract- An analysis has been carried out to determine the velocity profile of a fluid on an inclined plane using the Finite 

Element Method (FEM). The overall results from these finite elements were finally assembled to represent the velocity profile 

in the entire domain of the inclined plane. The results obtained from the finite element method shows that as the velocity 

distribution has a parabolic profile with the maximum velocity of 1109.8748m/s at open surface of the inclined plane. The fluid 

due to the no slip boundary condition has 0m/s at the walls of the inclined plane. Also, it was shown that the higher the angle 

of inclination and fluid viscosity, the lower the velocity and also the higher the fluid density, the higher the velocity. The result 

obtained from the FEM when compared with the result obtained from the exact differential equation method shows a strong 

agreement with a maximum percentage error of 2.3413x10-14. 

Keywords: Finite Element Method, Inclined Plane, Incompressible Fluid, Interpolation Function, Weak Formulation 

 

1. Introduction 

Investigation of the properties of flow down an inclined 

plane is a subject of great theoretical and practical 

importance and has attracted the attention of many 

researchers [1-3]. Consideration has been given to a fluid 

constantly poured on the inclined plane from above. The 

fluid forms a steady stream moving downwards under the 

action of the gravity. Such an example is a river flow. This 

phenomenon also occurs in case of conveyor belts and in the 

lubrication theory. 

Literature is not replete on the velocity profile of a flow 

down an inclined plane. 

Bognár, et al. in 2018 investigated the velocity 

distributions on an inclined plane in the transport of non-

Newtonian fluids [4]. The process was modelled by 

boundary layer flows. They considered the equations of 

continuity and motion boundary conditions on the plane and 

on the surface of the transported material. They finally 

examined the velocity distribution in case of different 

material properties, constant plane speed and different 

inclination angle. 

The finite element method has been used to solve a 

problem on the velocity distribution in viscous 

incompressible fluid using the langrange interpolation 

function and compared their result with the exact differential 

mailto:iredia.erhunmwun@uniben.edu*
mailto:osidecollins@gmail.com2
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equation method [5]. The plain in this case was taken to be 

horizontal. Also, the Finite Element Method (FEM) to 

determine the velocity distribution in a concentric cylindrical 

annulus [6]. The annulus pipe in this case was taken to be 

horizontal. 

The aim of this study is to determine at the same time 

the velocity profile of a fluid in inclined plane. We will be 

using FEM unlike other methods that need to carry out 

several iterations to determine the velocities at different 

point. 

2. Finite Element Method 

 Consider the flow of a Newtonian viscous fluid on an 

inclined flat surface, as shown in “Fig. 1”. Examples of such 

flow can be found in wetted-wall towers and the application 

of coatings to wallpaper rolls. The momentum equation, for a 

fully developed steady laminar flow along the z coordinate, 

is given by 

2

1 2
coszw

g
x

  


− =


             (1) 

where   component of the velocity

           = Viscocity of the fluid

           = Acceleration due to gravity and

          = Angle between the inclined surface and the vertical

w z

g





=

 

The boundary conditions associated with this problem 

are that the stresses is zero at 0x = and the velocity is zero 

at x L= . 

0

=0z

x

dw

dx
=

 
 
 

              (2) 

and 

( ) 0zw L =               (3) 

The Gerlekin Finite Element Method was used to 

discretize the domain (inclined plane). 

 

 

 

 

 

 

Fig. 1. Velocity Profile. 

The domain of the problem consists of all points 

between x = 0 and x = L i.e. Ω = (0, L). The domain was 

divided into a set of line elements, a typical element being of 

length he and located between two end points A and B of a 

typical element. The collection of such elements is called the 

finite element mesh of the domain. The reason for dividing 

the domain into finite elements was to represent the 

geometry of the domain and to approximate the solution over 

the entire domain. 

2.1.  Mathematical analysis 

In the development of the weak form, we assumed a 

linear mesh and placed it over the domain. This was done by 

multiplying equation (1) by the weighted function (w) and 

integrating the final equation over the domain. This results in 

the mathematical expression in equation (4). 

cos 0
B B

A A

x x

z
A B

x x

ww
dx g wdx wQ wQ

x x
  


− − − =

           (4) 

But B A ex x h= +  

Equation (4) is known as the weak form of the 

governing equation. 

The weak form requires that the approximation chosen 

for u should be at least linear in x so that there are no terms 

in equation (4) that are identically zero. Since the primary 

variable is simply the function itself, the Lagrange family of 

interpolation functions is admissible. We proposed that u  

was the approximation over the typical finite element domain 

by the expression: 

( )
1

n
e e

z j j

j

w w x
=

= and ( )e

iw x=

 3,2,1, =ji              (5) 

where ( )e

iw x=  is the trial function .  

In Galerkin’s weighted residual method, the weighting 

functions are chosen to be identical to the trial functions [7].  

Substitute equation (5) into equation (4), we have: 

     cose e e e

ij j i iK w g F Q    = +             (6) 

where 
( ) ( )A e

A

x h ee

jie

ij

x

xx
K dx

x x


+


=

             (7) 

( )
A e

A

x h

e e

i i

x

F x dx

+

=               (8) 

( ) ( )e e e

i i A i BQ x Q x Q = +             (9) 

Velocity Distribution 

w(x) L 

x 
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Equation (6) is referred to as the finite element based 

model while equation (7) is known as the stiffness matrix 

and equation (8) is referred to as the flux matrix. 

Hence, the one-dimensional Lagrange quadratic interpolation 

function becomes 

1

2
1 1

e e

x x

h h


  
= − −  
  

          (10) 

2

4
1

e e

x x

h h


 
= − 

 

           (11) 

3

2
1

e e

x x

h h


 
= − − 

 

           (12) 

where 
eh = Elemental length 

2.2 Evaluating the stiffness matrix  ijK   and flux matrix  eF  

To evaluate the Kij matrix, we substitute equations 10-12 

accordingly into equations (7) and (8), respectively. Then we 

have; 

( )
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8 3 12 16 12 8 3 12

3

48 8 3 12 7 24 48

e e A A e e A A e A
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Equation (13) represents the generalized form of the 

stiffness matrix for the entire domain of the fluids between 

stationary parallel plates and equation (14) represents the 

generalized form of the flux matrix for the entire domain of 

the fluid between stationary parallel plates. 

In this work, the domain of the parallel plates was 

divided into four quadratic elements. Therefore, 
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Substitute in equation (6), equations (15) and (16) and 

finally, we have: 
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Due to balance of internal flux, 
1 1 2 2 2 3 3 3 4 4

2 3 1 2 3 1 2 3 1 2,   ,   ,   ,  ,   ,   Q Q Q Q Q Q Q Q Q Q+ + +  are 

equal to zero. 

Introducing the boundary conditions stated in equation 

(3), equation (17) reduces to 
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3. Results and Discussion 

The data used in this work are given thus: 

0 345 ,   2 ,  9.81 / ,   0.4 . ,   8kgm g m s Pa s L m  −= = = = =   

The exact differential equation solution of the problem is 

given in equation (19) [7]. 

22 cos
1

2

gL x
w

L

 



  
= −  

   

          (19) 

In this paper, the problem being analysed is the one that 

involves the flow of a Newtonian viscous fluid on an 

inclined plane. Examples of such flow can be found in 

wetted-wall towers and the applications to wallpaper rolls. 

The momentum equation, for a fully developed laminar flow 

along the z coordinate was used to analyse the velocity 

distribution of an incompressible fluid flowing down an 

inclined plane under the influence of a pressure gradient. 
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The finite element method was used to discretize the 

entire domain. The domain was discretized into four linear 

elements. In other to analyse these elements, a quadratic 

interpolation function was used to approximate the velocity 

distribution in the domain. 

A graph of the velocity profile of the Newtonian viscous 

fluid on the inclined flat surface is as shown in “Fig. 2”. The 

graph represents the velocity at different nodes plotted 

against the length of the inclined flat surface. The graph 

shows a parabolic relationship between the velocity and the 

length of the inclined flat surface. It was observed from the 

graph in “Fig. 2” that the velocity of the fluid at point 8m 

which is the boundary of the fluid and the inclined flat 

surface was 0m/s. This was due to the fact we applied the no 

slip boundary condition at the boundary (walls) of the 

inclined flat surface. 

    
Fig. 2. A graph of velocity against length of plate. 

From “Fig. 2”, between 0 and 8m represents the velocity 

profile. Point 0m is the open surface of the inclined flat 

surface while point 8m in the wall of the inclined flat surface. 

From this analysis the maximum velocity of 1109.8748m/s 

was attained at the open surface of the incline plane. 

To verify the accuracy of the results obtained from the 

Finite Element Method, the results obtained was compared 

with the results obtained using the exact differential equation 

method. It was observed from the two methods that their 

results were in good agreement with one another. From the 

results shown in Table 1, even with just four linear elements, 

we were able to have a very high accuracy with a maximum 

percentage error of 2.3413x10-14. The advantage of the finite 

element method over the exact differential equation method 

is that the FEM gives results that represent the velocities at 

different nodes for the whole material under consideration at 

the same time unlike the result from the exact differential 

equation method that provide discrete result at a time and 

needs further iteration to determine the velocity values at 

other points of the stationary parallel plates  

 

Table 1. Comparison between the Exact Solution and the FEM Solution 

LENGTH FEM EXACT % ERROR 

0 1109.8748 1109.8748 0.0000 

1 1092.5330 1092.5330 0.0000 

2 1040.5076 1040.5076 2.1852E-14 

3 953.7987 953.7987 0.0000 

4 832.4061 832.4061 1.3658E-14 

5 676.3300 676.3300 1.6809E-14 

6 485.5702 485.5702 2.3413E-14 

7 260.1269 260.1269 2.1852E-14 

8 0.0000 0.0000 0.0000 

 

3.1. Effect of change in inclination angle on the velocity 

profile 

In this analysis, it was observed that as the angle of 

inclination increases, the velocity decreases as well. It is 

important to note that the angle of inclination was measured 

between the wall of the inclined material and the vertical. 

This is shown in “Fig. 2”. 

 
 

Fig. 3. A graph of velocity against length of plate at 

different angles of inclination 
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It is clear here that maximum velocity can be achieved 

when the angle of inclination is 0ᵒ (Zero degree). At this 

point, with all other parameters held constant, the maximum 

velocity attained was 1569.6m/s. Also, holding other 

parameters constant and increasing the angle of inclination, 

the velocity decreases until an angle of inclination of 90ᵒ. At 

this point, the velocity is almost zero. This can be well 

represented in “Fig. 4”. 

 

Fig. 4. A graph of velocity against angles of inclination. 

In the design of a drainage system for example, the angle 

of inclination should be set well above 0ᵒ, else, the fluid in 

the drainage will not drained thereby having stagnant fluid 

which might have detrimental effect on the drainage. 

3.2. Effect of Change in Fluid Viscosity and Density on the 

Velocity Profile 

Examining the effect of the change in viscosity on the 

velocity profile, it was observed that viscosity affect the 

velocity profile. With an increase in the viscosity of a fluid, 

the velocity of the fluid was seen to decrease. This decrease 

in the velocity was as a result of the increase in the drag 

between the wall of the inclined material and the fluid. This 

can be shown in “Fig. 5”. 

 
Fig. 5. A graph of velocity against change in viscosity. 

Also looking at the effect of a change in the fluid density 

on the velocity distribution, it was observed that a change in 

fluid density has a linear relationship with the velocity of the 

fluid. This means that the higher the fluid density, the higher 

the velocity of the fluid. This is as shown in “Fig. 6”. 

  
Fig. 6. A graph of velocity against change in density. 

4. Conclusion 

So far, the finite element method has been used to obtain 

the velocity profile of a fluid on an inclined plane with 

steady laminar flow. The results obtained from the FEM 

were compared with the results obtained from the exact 

differential equation method and it was discovered that both 

results agrees. It has also been shown that the higher the 

angle of inclination and fluid viscosity, the lower the velocity 

and also the higher the fluid density, the higher the velocity. 

The result obtained shows that the finite element method is 

an efficient and accurate method. 
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Abstract-A theoretical model comprising advection-dispersion equation with temporal seepage velocity, dispersion coefficient 

and time dependent pulse type input of uniform nature applied against the flow is studied in a finite porous domain. Input 

concentration is any continuous smooth function of time acts up to some finite time and then eliminated. Concentration gradient 

at other boundary is proportional to concentration. Dispersion is proportional to seepage velocity. Interpolation method is applied 

to reduce the input function into a polynomial. Certain transformations are utilized to reduce the variable coefficient advection-

dispersion equation into constant coefficient. The Laplace Transform Technique is applied to get the solution of advection 

dispersion equation. Two different functions of input are discussed to understand the utility of the present study. Obtained result 

is demonstrated graphically with the help of numerical example. 

Keywords Advection, Dispersion, Porous Medium, Interpolation, Laplace Transformation Technique. 

 

1. Introduction 

The advection-dispersion equation (ADE) commonly 

used for transport of solute in porous media comprises 

advection and hydrodynamic dispersion where former is 

controlled by the Darcy’s law and later by the combination of 

mechanical and molecular diffusion which accounts for 

contaminant arising/spreading stimulated by velocity 

variations. Advection-dispersion equation may be defined for 

scale or time or both dependent dispersion/seepage velocity, 

homogeneous/heterogeneous medium including presence of 

decay and production of solute depending upon geological 

formation. Solutions of the ADEs can be obtained analytically 

or numerically using various methods. Analytical solutions 

are usually applicable for ideal geometrical conditions while 

numerical solutions are more flexible comparison to analytical 

solution to deal with real life problems consisting of non- ideal 

geometric conditions. On the other hand, analytical solutions 

is far accurate and dependable comparison to numerical 

solutions those hardly free from errors. A plenty of analytical 

solutions comprising various initial boundary and geometrical 

conditions through one/two/three-dimensional transport 

problem in porous formation which may be finite /infinite are 

published in literature up to the date. In the study of solute 

transport phenomena [1] explained that conductivity is not 

only responsible for spatial variation in groundwater velocity. 

An analytical solution was proposed for a   solute transport 

problem with scale dependent dispersion in a heterogeneous 

porous media [2]. An aspect of solute transport phenomena 

was established with the fact that hydrodynamic dispersion 

coefficients are non-linear function of the seepage velocity 

[3]. Analytical solutions may be obtained by using several 

techniques according to the nature of the problem. A two 

dimensional analytical solution was evaluated considering the 

solute transport for a bounded aquifer by adopting Fourier 

analysis and Laplace Transform [4]. [5] conceptualized an 

overlapping control volume method for transient solute 

transport problems in groundwater to obtain the numerical 

solution of transport problems. Streamline method was 

applied in solving  the solute transport problem in a single 
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fracture and the method was validated with experimental data 

[6]. Some analytical solutions were derived for the ADE in 

cylindrical coordinates by using a Bessel function expansion 

[7]. Laplace Transformation Technique (LTT) was explored 

to evaluate analytical solutions of transport problems [8] [9] 

[10]. First two obtained solutions for pulse type input in one-

dimensional transport while last one addressed the problem 

consisting of space dependent dispersion, velocity and 

retardation. An analytical result for solute transport problem 

in a heterogeneous porous medium was proposed to analyze 

scale dependent dispersion with linear isotherm [11]. By using 

generalized integral transform technique (GITT) [12] obtained 

solution for finite one-dimensional domain for dispersion 

coefficient and velocity which are proportional to non-

homogeneous linear expression in position variable while in 

another study an analytical solution of ADE was evaluated in 

multi-layer porous media [13]. Two–dimensional solution is 

obtained for a finite domain porous medium with pulse type 

input by considering it at the top layer of the outer boundary 

and at the intermediate portion in the aquifer [14]. Using 

Green’s function an analytical solution of one dimensional 

porous medium for instantaneous and continuous point source 

taking dispersion and velocity mutually proportional was 

developed in groundwater and riverine flow [15]. In numerical 

solutions, a two-dimensional model based on numerical 

simulations, equi-concentration lines presented approximate 

description of time-dependent transport [16]. Finite-volume 

method has been used for solving the advection and dispersion 

processes of the virus transport equation describing the 

movement of virus in one-dimensional unsaturated porous 

media [17]. The aquifers are always of finite length and 

therefore the study of solute transport phenomena in finite 

domain has been much valuable to deal with real world 

problem. Solute transport phenomena for  finite domain was 

studied to understand the effect of periodic dispersion, 

velocity along with periodic input [18] [19].  

In present paper, interpolation method is used for 

reducing generalize input into a polynomial for a finite domain 

study. Laplace transformation Technique is used to get 

solution of solute transport phenomena with temporal 

dispersion and for the input which is poised against the flow. 

2. Mathematical Formulation and Solution of the 

Problem 

In the present study, solute transport is assumed as one-

dimensional on a horizontal plane in a saturated finite length 

porous medium domain. The governing equation of solute 

transport in porous media which is a parabolic type partial 

differential equation is derived on basis of mass conservation 

and Fick’s law of diffusion may be written as follows [20], 
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where   3−MLc  ,  1−LTu ,  12 −TLD and R  are representing  

solute concentration, seepage velocity, dispersion coefficient 

and retardation factor respectively at position ][Lx  and at time 

][Tt . The dispersion coefficient, combined effect of molecular 
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proportional to seepage velocity u  (Yim and Mohsen,1992). 

The dispersion coefficient and seepage velocity both are time 

dependent and defined as ( ) ( ) 1

0 1,
−

+= mtutxu ,  ( ) 1

0 1
−

+= mtDD

. Retardation R  is  
0R  and where  12

0

−TLD ,  1

0

−LTu   and 
0R

are constants. Here unsteady parameter  1−Tm  regulates the 

dependency of the dispersion and seepage velocity on time 

.Therefore, Eq.(1) may be re-written as;                  

( ) ( ) 







+−




+




=



 −−
cmtu

x

c
mtD

xt

c
R

1

0

1

00 11   (2)                                                                                                                        

The geological formation which is assumed to be of finite 

length along horizontal direction is initially polluted and its 

dependency may be defined as sine hyperbolic function of 

space. Input at one end is considered against the flow and may 

be defined as any continuous smooth function of time while 

concentration gradient at other end of finite domain is 

supposed proportional to concentration. In order to formulate 

the proposed problem mathematically, the initial and 

boundary condition may be written as; 

( )=txc , )sinh( xci  ; ,1 LxL  0=t    (3)                                   
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;
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where, 
0c and 

ic are the reference and resident  

concentrations respectively. ][' 1−Tm  is an unsteady 

parameter and ][ 1−L  is a constant on which initial 

concentration depends. Dimensionless  ( )( )0' tmF is 

continuous , smooth (differentiable)  and bounded function in 

a time domain  0,0 t . Weirstrass approximation theorem says 

that any continuous function on a bounded interval can be 

uniformly approximated by polynomial function. Since 

( )tmF '   is continuous and bounded in domain  0,0 t , 

following Weirstrass approximation theorem, ( )tmF ' may be 

written as interpolation polynomial in t  of degree n .Hence 

Eqs. (3-5) may be written as; 
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where, dimensionless quantity ( )tGn  which is interpolation 

polynomial may be defined as;
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( ) n

nn tatataatG ++++= .............2

210
 (9)                                                                  

and sai ' are constants. For reducing the Eq.(2) into a constant 

coefficient, a new time variable T  is introduced with 

following transformation  [21] 
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With transformation Eq. (10), Eq. (2) and Eqs. (6-8) are 

reduced into following form:   
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 3−ML  . 

A new transformation is introduced so as to convective term 

in advection-dispersion equation Eq. (11) may be removed. 

The transformation follows as [19]: 
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Therefore Eqs. (11-14) are reduced into: 
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Applying Laplace transformation on  Eqs. (16–19) to reduce 

Eq. (16) into ordinary differential equation.              
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The general solution of Eq. (20) may be written as; 
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where, 

0
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D

pR
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Solution of the present problem may be obtained by using 

Eq.(21) and Eq.(22)in Eq.(23). So coefficient may be written 

as; 
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Therefore putting the value of c1 and c2from  Eq. (24&25) , 

Eq.(23)may be written as: 
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Or 
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Taking inverse Laplace transform of equation (27), the 

solution of advection-dispersion equation may be obtained as; 
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rmr += 2   and ( )

0

2

0

R

D
q




−
=  

3. Result and Discussion  

The obtained solution Eqs. (28a, b)  is  discussed for two form 

of input functions, namely ( ) ( ) tmlctmF 'sin' 0 +=    and 

( ) ( )tmctmF 'exp' 0=  in a finite domain ( ) 40  mx along 

longitudinal direction for a chosen set of data taken from the 

experimental and theoretical published literatures are 

illustrated graphically. For both cases, the concentration 

values 
0/ cc are evaluated assuming reference concentrations 

as 0.10 =c , 01.0=ic .Source is applied up to time 

9)(0 =dayt . Other values of common parameters seepage 

velocity, dispersion coefficient are taken as 

( )1

0 32.1 −= daymu , ( )12

0 66.1 −= daymD ,  and 45.10 =R

respectively. The range of groundwater velocity is taken from 

daym2  to yearm2  depending upon geometrical 

conditions of porous medium [22]. 

3.1. Case I-When input is of the form ( ) ( ) tmlctmF 'sin' 0 +=  

For the present case, the value of frequency ( )1' −daym  , 

( )1−daym  and parameter l  are taken 8.0  , 8.0 and 2

respectively. Concentration value in the time domain  

( ) 90  dayt are computed at times ( )=dayt 5,2 and8  

while for ( ) ( )09 tdayt = the same is computed at times 

( )=dayt 12,10 and14  .  

Figure 1(a) and 1(b) demonstrate the concentration pattern of 

solute transport for line graph at times 8,5,2)( =dayt  and 

surface plot (c-x-t) respectively. As time elapses, 

concentration at ( ) 4=mx  fluctuates due to sinusoidal 

nature of  input. Input concentration is shown fluctuating 

nearly between 1 and 3 value of 0/ cc which is in good 

agreement with periodic nature input. Surface plot helps us 

gauge the concentration pattern for any combination time and 

space. It may be observed that concentration reduces to its 

lowest on proceeding from ( ) 4=mx  to ( ) 0=mx  for each 

time in the time domain ( )9)(0  dayt . 

 

Fig.1(a). Distribution of dimensionless concentration for 

various time ( )00 tt   

 

Fig.1(b). Surface plot of Distribution of dimensionless  

concentration for time ( )00 tt  . 

Figure 2(a) and 2(b) are drawn to study  the concentration 

pattern in absence of solute at times 14,12,10)( =dayt  and 

surface plot (c-x-t) respectively. On elimination of the source 

acting against the flow at far end boundary of the domain i.e., 

( ) 4=mx the concentration at this end is measured zero. From 

Fig. 2(a) it is depicted that maximum concentration is lower is 

for higher time and higher for lower.  Since there is no source 

of contaminant for time 9)( dayt , from the Fig. 2(b) it may 

be observed that concentration gradually attenuates with time 

throughout the domain.  
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Fig. 2(a). Distribution of dimensionless concentration for 

various time ( )tt 0
 

 

Fig. 2(b). Surface plot of Distribution of dimensionless 

concentration for time ( )tt 0
 

3.2. Case II-When input is of the form ( ) ( )tmctmF 'exp' 0=  

For the present case, the value of  unsteady parameters is 

2.0)(' 1 =−daym  and 1.0)( 1 =−daym . Concentration 

values in the time domain  ( ) 90  dayt are computed at 

times ( )=dayt 5,2 and 8 while for ( )09 tt = the same is 

computed at times ( )=dayt 12,10 and14 . 

Figure 3(a) and 3(b) explore the concentration pattern of 

solute transport with line graph at times ( )=dayt 8,5,2 and 

surface plot (c-x-t) respectively in presence of input source. 

With increase of time, concentration at ( ) 4=mx increases 

because input is  increasing exponentially with time. Figure 

3(a)   exhibits that rate of concentration increment is rapid 

from time ( )day5 to ( )day8 throughout the domain  in 

comparison to same duration from time ( )day2  to ( )day5 . 

From Fig. 3(b) concentration pattern for any combination time 

and space can be analyzed when the source is present. It is 

recorded that concentration 0/ cc  is nearly 1 at time 

( ) 0=dayt  at far end i.e., ( ) 4=mx which is in accordance 

of our input for this case.  

 

Fig. 3(a). Distribution of dimensionless concentration for 

various time ( )00 tt   

 

Fig. 3(b). Surface plot ofDistribution of dimensionless 

concentration for time ( )00 tt  . 

Figure 4(a) and 4(b) are plotted to examine  concentration 

pattern in absence of source  with concentration-space graph 

at times ( ) 14,12,10=dayt  and c-x-t graph respectively. 

Like Fig. 2(b) the solute concentration at the far end reduce to 

zero as the source eliminated. From the Fig. 4(a) it recorded 

concentration peak drops sharp with increase of time. It is 

revealed fromFig. 4(b) that concentration attenuated very fast 

as the source is eliminated. 
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Fig. 4(a). Distribution of dimensionless concentration for 

various time ( )tt 0
 

 

Fig. 4(b). Surface plot of distribution of dimensionless 

concentration for ( )0tt   

4. Verification of Solution 

Consider the case where input for ( ) )'1(1' tmtmF += and

mm ='  the solution (A7&A8) is obtained the way given in 

appendix. For a chosen set of data taken from the experimental 

and theoretical published literatures  described as 0.10 =c ,

01.0=ic ( )1

0 32.1 −= daymu  and ( )12

0 66.1 −= daymD  ,  

45.1=R , 032.0= and 2.0'==mm respectively and with  

time of elimination of source 9)(0 =dayt ,concentration- space 

graphs Figs. 5(a)and 5(b) are plotted from  solution Eqs. 

(24&24b) and Eqs. (A7andA8) in appendix in domain

( ) 40  mx times ( ) 95,1 anddayt =  in presence of source, 

while at times ( )=dayt 12,10 and14  in absence of source.   

The Figs. 5(a) and 5(b) are drawn to compare the solution Eqs. 

(28a&28b) and solution Eqs. (A7andA8) in presence and 

absence of source respectively. The Figs. 5(a) and 5(b) show 

good agreement in  the both  of the solutions. In further above 

result verifies the solution Eqs.(28aand28b) at some extent. 

 

Fig. 5(a). Distribution of dimensionless concentration for 

various times ( )00 tt   

 

Fig. 5(b). Distribution of dimensionless concentration 

for various time ( )tt 0  

5. Conclusion 

Solution of finite domain theoretical model comprising 

temporal dispersion and seepage velocity with any time 

dependent smoothly varying input of pulse type applied 

against the flow has been obtained. Such solution is well 

applicable for real world finite domain aquifers for predicting 

contaminant variations in presence and in absence i.e. in other 

word during rehabilitation process when source is eliminated. 

The generalization of the input source added the worth of 

solution. Laplace Transformation Technique and interpolation 

method are applied to obtained the solution. The Accuracy of 

solution enhances with optimum selection of interpolation 

polynomial method.  
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Appendix: 

The input boundary conditions with ( ) )'1(1' tmtmF +=

may be described as;  

Assuming mm =' in particular, we have following initial and 

boundary condition: 

( )=txc , )sinh( xci  ; ,1 LxL  0=t (A1)                                                               

                    
)1(0 mtc + ;

00 tt   (A2a)                                                 

( )=txc ,                      ;
Lx =  

                   0 ;
0tt  ,                                                       (A2b) 

( )
c

D

u

x

txc

0

0

2

,
=




at

1Lx = ,
0t    (A3) 

With transformation Eq. (10) may written as: 

( ) =Txc , )sinh( xci  ; ,1 LxL  0=T  (A4)  

                      
)exp(0 mTc −  ; 

00 TT  (A5a)                                                                  
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( )=Txc ,                            
Lx =  

                    0  ;  
0TT                    (A5b)      
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
at

1Lx = , 0T (A6) 

Now, performing same steps as  Eq.(15) to Eq.(27) then taking 

inverse laplace transform , solution may be written as: 
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Abstract-In this paper, we determine the order of the ports to be reached with the help of graph theory and establish Hamilton 
cycles. We obtain sub-solutions and solution sets with the help of these cycles. Moreover, we prove some relations about the 
draft limit and the demand of the port. Finally we present some examples. 

Keywords Traveling Salesman Problem, Draft Limit, Maritime Transportation. 

 

1. Introduction 

In maritime transportation, to determine the optimal route 
has a crucial importance. Many constraints affect the optimal 
route. Therefore, there are many works about determining the 
most optimal route in maritime transportation. One of the most 
interesting approaches is to transform the ship routing 
problem into the traveling salesman problem. Maritime 
routing and scheduling, draft limits have been considered in a 
lot of papers. For example Hennig [6], Song and Furman [10], 
Christiansen et al.(2011) but draft limit was not the main 
subject. The other area is vehicle routing problem. Several 
problems was described by combining routing and loading 
problems. Petersen and Madsen [8], Felipe et al.[5], Erdogan 
et al.[4] Cordeau et al.[2], Iori and Martello [7], Fagerholt and 
Christiansen [3] but none of them considered draft limit as a 
constraint. Finally Rakke J. et al.[9] approached this situation 
from a different perspective and transform this problem into 
travelling salesman problem. They built a model by accepting 
the ports as vertices. 

The draft of a vessel is the distance between the water 
level and the base of the vessel. The draft limit is the height 
from the seabed to the water level. Each port has a draft limit. 
This means that vessels with values above a certain draft 
cannot enter the port. Some ports have low draft limits, 
causing the arriving vessels to run aground. For example, 
since the Kota Kinabalu bulk freight port in Malaysia has a 

draft limit of 9.2 meters, it is impossible for a fully loaded 
Panamax to reach the port with draft of about 12 meters. In 
this paper, we further develop a model and obtain sub-solution 
sets. We find the number of Hamilton cycles to be generated 
and in this way we obtain solution sets and develop a new 
approach. Moreover, we prove some relations about the draft 
limit and the demand of the port. (See Proposition 1, 
Proposition 2, Proposition 3, Corollary 1 and Corollary 2) 
Finally we present some examples. We are interested only in 
the delivery case of the vessels. 

2. Graph  Theory 
 
A graph G  is an ordered pair (V,E), where V is some set 

and E is a set of 2-point subsets of  V. The elements of the set 
V are called vertices of the graph G and the elements of  E 
edges of G. The number of edges of G containing the vertex v 
is denoted by the symbol deg(v) or |v|. The number deg(v) is 
called the degree of v in the graph G. A graph G is connected 
if there is a path between any two of its vertices. A graph G is 
said to be complete if every vertex in G is connected to every 
other vertex in G. Thus a complete graph G must be 
connected. The complete graph with n vertices is denoted by 
Kn. G and G' are called subgraph of 𝐾𝐾𝑛𝑛 , If  𝐾𝐾𝑛𝑛=G∪G' . And 
G' is called complement of G. 

 A graph is said to be traversable if it can be drawn without 
any breaks in the curve and without repeating any edges, that 
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is, if there is a path which includes all vertices and uses each 
edge exactly once. Such a path must be a trail (since no edge 
is used twice) and will be called a traversable trail. A 
Hamiltonian circuit in a graph G is a closed path that visits 
every vertex in G exactly once. (Such a closed path must be a 
cycle.) A graph G is called an Eulerian graph if there exists a 
closed traversable trail, called an Eulerian trail. If G does 
admit a Hamiltonian circuit, then G is called a Hamiltonian 
graph. There is no sufficent and necessery condition to have  
Hamilton circuit for any graph. 

3. Draft Limit 

Draft of a ship is the vertical distance between waterline 
and the bottom of the hull or keel. Every ports have a draft 
limit. It means, the vessels which has greater draft than the 
draft of a port, is not able to berth. The draft of a ship is depend 
on the weight on board so we can assume that draft limit is a 
function of the weight.  

Let 𝑙𝑙𝑖𝑖, 𝑚𝑚𝑙𝑙𝑖𝑖  and 𝑛𝑛𝑙𝑙𝑖𝑖  be the port to be visited, the draft of the 
vessel at 𝑙𝑙𝑖𝑖 port (when entering) and the draft limit of 𝑙𝑙𝑖𝑖 port, 
respectively, where i=1…k We can write the draft as a 
function of the load, since the draft of the vessel is related to 
the load it carries. Based on the assumption that the amount of 
water sinking is 1 cm per TEU, we define the draft of the 
vessel (in terms of meters) as follows: 

𝑚𝑚𝑙𝑙𝑖𝑖 =  𝑚𝑚𝑙𝑙𝑖𝑖�𝑥𝑥𝑙𝑙𝑖𝑖� =  𝑚𝑚0 +
𝑥𝑥𝑙𝑙𝑖𝑖

100
     ∀𝑖𝑖 = 1 … 𝑘𝑘 

where 𝑚𝑚0 is the initial draft of the vessel without any load 
but with full fuel and 𝑥𝑥𝑙𝑙𝑖𝑖  is the amount of load (in terms of 
TEU) on the vessel when entering 𝑙𝑙𝑖𝑖,  port.  

It is clear that the draft limit of the port should be greater 
than the draft of the vessel, i. e., 

𝑚𝑚𝑙𝑙𝑖𝑖 ≥  𝑛𝑛𝑙𝑙𝑖𝑖∀𝑖𝑖 = 1 …𝑘𝑘 

Note that, since the fuel of the vessel decreases as it 
moves, there will be a small reduction in the initial draft of the 
vessel 𝑚𝑚0. Therefore, the draft of the vessel 𝑚𝑚𝑙𝑙𝑖𝑖  at 𝑙𝑙𝑖𝑖 port also 
decreases in small amounts as it moves. Without loss of 
generality we assume that 

 𝑛𝑛𝑙𝑙𝑖𝑖 ≥  𝑛𝑛𝑙𝑙𝑖𝑖+1  ∀𝑖𝑖 = 1 … 𝑘𝑘 if {𝑙𝑙1, 𝑙𝑙2, … . 𝑙𝑙𝑘𝑘} is the set of ports. 
For convenience, we use the pair < 𝑛𝑛𝑙𝑙𝑖𝑖 ,𝑑𝑑𝑙𝑙𝑖𝑖 > where 𝑑𝑑𝑙𝑙𝑖𝑖 is the 
draft effect of the demand of 𝑙𝑙𝑖𝑖 port (in terms of meters). Since 
there is no delivery at the initial port 𝑙𝑙1, we have 𝑑𝑑𝑙𝑙1 = 0. It is 
clear that, in order for the ship to be able to enter the port, the 
draft limit of the port should be greater than the draft effect of 
the total load onboard. In other words, 

 

∃𝑛𝑛𝑖𝑖0 ∋  �𝑑𝑑𝑙𝑙𝑖𝑖

𝑘𝑘

𝑖𝑖=0

≤ 𝑛𝑛𝑙𝑙𝑖𝑖0    , 𝑖𝑖0 ∈ {1,2, … , 𝑘𝑘} 

where 𝑑𝑑𝑙𝑙0 is the draft effect of the empty ship with full fuel. 

Our aim is to establish an appropriate Hamilton cycle, 
considering each port as a vertex, according to the draft limits 
and demands of the ports for the amount of cargo loaded on 
the vessel. A Hamilton cycle is a path through a graph that 
starts and ends at the same vertex and visits every other vertex 
exactly once. If there is a Hamilton cycle containing all the 
ports {𝑙𝑙1, 𝑙𝑙2, … . 𝑙𝑙𝑘𝑘}, then we say that this set is a solution set. 
If there is no Hamilton cycle containing all ports, then we 
break down the graph into the subgraphs containing Hamilton 
cycles and we say that each subgraph forming a Hamilton 
cycle is a sub-solution set. For every partition i we denote this 
sub-solution set by 𝑆𝑆𝑖𝑖 . If there are t partitions then we have 

𝑆𝑆 = �𝑆𝑆𝑖𝑖

𝑡𝑡

𝑖𝑖=1

 

and the most appropriate partition is the chain |𝑆𝑆1 | ≥ |𝑆𝑆2 | ≥
⋯ ≥ |𝑆𝑆𝑡𝑡| where |𝑆𝑆𝑖𝑖| denotes the number of elements of the set 
𝑆𝑆𝑖𝑖. The number of partitions gives us the number of vessels we 
need for shipment. 

Let 𝑊𝑊𝑙𝑙𝑖𝑖  be the draft effect of the load on the vessel when 
entering 𝑙𝑙𝑖𝑖 port. Clearly, if S={𝑙𝑙1,𝑙𝑙2,….𝑙𝑙𝑘𝑘 } is a solution then 

𝑊𝑊𝑙𝑙1 =  �𝑑𝑑𝑙𝑙𝑖𝑖

𝑘𝑘

𝑖𝑖=1

 

𝑊𝑊𝑙𝑙𝑖𝑖+1 =  𝑊𝑊𝑙𝑙𝑖𝑖 − 𝑑𝑑𝑙𝑙𝑖𝑖  ∀𝑖𝑖 = 1 … 𝑘𝑘 − 1 

If 𝑆̂𝑆 = {𝑙𝑙1, 𝑙𝑙2, … . 𝑙𝑙𝑟𝑟} is a subsolution then 

  𝑊𝑊𝑙𝑙𝑖𝑖+1 =  𝑊𝑊𝑙𝑙𝑖𝑖 − 𝑑𝑑𝑙𝑙𝑖𝑖  ∀𝑖𝑖 = 1 … 𝑟𝑟 − 1 

where r≤k. If r=k then �𝑆̇𝑆�� =   𝑆̇𝑆 

Now we state some of our main results. From now on, we 
assume that the draft effects of the empty vessel and fuel are 
included in the draft effect of the total load onboard. 

Proposition 3.1.   Let Wi be the amount of the cargo on 
board while berthing the port of i. If  𝑊𝑊1  =∑ 𝑛𝑛𝑖𝑖𝑘𝑘

𝑖𝑖=1    and  𝑊𝑊𝑖𝑖 =
𝑊𝑊𝑖𝑖−1 − 𝑛𝑛𝑖𝑖−1  ; ∀i∈{2,3,…,r}  then  

S ̃={𝑝𝑝1 , 𝑝𝑝2, 𝑝𝑝3, … 𝑝𝑝𝑟𝑟} is a sub-solution. Moreover, if r=k, 
then S= S ̃ 

Proposition 3.2.    S= S ̃  holds if and only if   𝐿𝐿𝑖𝑖 ≤ 𝑚𝑚𝑖𝑖 

Proof: Straight forward. 

Proposition 3.3.  Number of   port which has same 
demand and draft limit is at most 1.  
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Proof: Let  ⟨m│m⟩  and  ⟨n│n⟩ are two ports in solution 
set. So, amount of the cargo on board is  n+m+k  (k>0). In this 
condition vessel can not berth these two ports. The ship has to 
transport n+m+k+1 cargo to berth ⟨m│m⟩  and  ⟨n│n⟩  but this 
is contradiction. Because we assume that the amount of the 
cargo is m+n+k. 

Definition 3.5.  Let x be a real number then  [x] is the 
maximum integer  which is less than x.  We will define a 
function which is called nearest integer function; 

f(x):R→Z 

f(x)=[x] 

Proposition 3.6.   Let  ⟨m│n⟩ be the draft limit-demand 
pair. Then the number of  the port which has  the same draft 
limit-demand pair is less than [m/n]. 

Proof: Let number of ⟨m│n⟩ pair is “k” in the solution set. 
Then, amount of the cargo on board is at least  k.n pieces and 
k.n can not be greater than draft limit because ports belong to 
solution set. So  k.n<m is hold. 

Then  𝑘𝑘 ≤  𝑚𝑚
𝑛𝑛

  and the greatest integer is �𝑚𝑚
𝑛𝑛
� which holds 

the inequality. 

Proposition 3.7.   Let ⟨m│n⟩ be the draft limit-demand 
pair. Then the maximum number of the port which has  the 

same demand is �
max
𝑖𝑖∈𝐼𝐼

{𝑚𝑚𝑖𝑖}

𝑛𝑛
�. 

Proof:  Straightforward. 

Corollary 3.4.  The graph does not have Hamilton circuit  
if  the number of ports  which have same draft limit-demand 
pair is more than one.  Than, the number of sub-solutions are 
equal the number of ports which have this property. 

Corollary 3.5.  If the number of ports which have same 
draft limit-demand pair ⟨m│n⟩ is greater than [ m/n], corollary 
2.9 is provided. 

4. Mathematical Modelling 

First we should assign a decision parameter 𝜀𝜀𝑖𝑖𝑖𝑖 to form the 
modelling. This parameter will show that which two elements 
of the set consisting of the ports as vertices are in the solution 
set. The decision parameter is defined as follows: 

𝜀𝜀𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗 = �
1,   𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖𝑖𝑖 𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝ℎ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑔𝑔 𝑙𝑙𝑖𝑖  𝑎𝑎𝑎𝑎𝑎𝑎 𝑙𝑙𝑗𝑗  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

0,                 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                            
 

If there are t Hamilton cycles that are formed to find the 
solution set, then our modelling is as follows: 

� 𝜀𝜀𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗   = 1
𝑙𝑙𝑖𝑖∈𝑆𝑆𝑟𝑟

;  𝑙𝑙𝑗𝑗 ∈ 𝑆𝑆𝑟𝑟                              (1) 

� 𝜀𝜀𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗   = 1
𝑙𝑙𝑗𝑗∈𝑆𝑆𝑟𝑟

;  𝑙𝑙𝑖𝑖 ∈ 𝑆𝑆𝑟𝑟                              (2) 

� 𝑊𝑊𝑙𝑙𝑖𝑖𝑙𝑙1   = 0
𝑙𝑙𝑖𝑖∈𝑆𝑆𝑟𝑟

 ; � 𝑊𝑊𝑙𝑙1𝑙𝑙𝑗𝑗  =
𝑙𝑙𝑗𝑗∈𝑆𝑆𝑟𝑟

� 𝑑𝑑𝑙𝑙𝑖𝑖  (3)
𝑙𝑙𝑖𝑖∈𝑆𝑆𝑟𝑟

 

0 ≤  𝑊𝑊𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗   ≤  𝑛𝑛𝑙𝑙𝑗𝑗 . 𝜀𝜀𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗                               (4) 

�𝜀𝜀𝑙𝑙𝑗𝑗𝑙𝑙𝑖𝑖    
𝑖𝑖−1

𝑗𝑗=1

= � 𝜀𝜀𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗    
𝑘𝑘

𝑗𝑗=𝑖𝑖+1

;                (5) 

 𝑙𝑙𝑖𝑖 , 𝑙𝑙𝑗𝑗 ∈  𝑆𝑆𝑟𝑟   ; |𝑆𝑆𝑟𝑟 | ≤ 𝑘𝑘 , 𝜀𝜀𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗   =  𝜀𝜀𝑙𝑙𝑗𝑗𝑙𝑙𝑖𝑖   = 0 ;  

(𝑙𝑙𝑖𝑖 , 𝑙𝑙𝑗𝑗) ∉  𝑆𝑆𝑟𝑟 ×  𝑆𝑆𝑟𝑟                                                      (6) 

�𝑆𝑆𝑟𝑟 = 𝑆𝑆
𝑡𝑡

𝑟𝑟=1

                                                   (7) 

�𝑆𝑆𝑟𝑟  = {𝑙𝑙1}
𝑡𝑡

𝑟𝑟=1

                                             (8) 

where r = 1,2,… t and 𝑊𝑊_(𝑙𝑙𝑖𝑖𝑙𝑙𝑗𝑗) denotes the draft effect of 
the total load onboard when the vessel goes from 𝑙𝑙𝑖𝑖  𝑡𝑡𝑡𝑡 𝑙𝑙𝑗𝑗. In 
this modelling (1) and (2) express that the degree of each port 
is 1 in the cycle created .The condition (3) states that the ship 
returns to the initial port 𝑙𝑙1 empty and has enough load to reach 
all the ports in the solution set at the initial port 𝑙𝑙1. (4) indicates 
that the load onboard is suitable for the draft limit of the arrival 
port. (5) means that the ship visits again none of the visited 
ports from sub-solutions.  Finally, (6), (7), and (8) indicate that 
the initial port is common to all sub-solutions and that the 
union of all sub-solutions is equal to the solution set. 

Example 1 Let us consider the following table. 

Table 1. Ports with draft limits 

Port Demand 
(TEU) 

Draft 
Limit (meters) 

X 0 16 
A 300 11 
B 300 11 
C 400 13 
D 200 18 
E 300 10 



INTERNATIONAL JOURNAL of ENGINEERING TECHNOLOGIES-IJET 
Mersin and Nur, Vol.5, No.2, 2019 
 

81 
 

In the table 1 above, for a ship with the initial port X, the 
demands and the draft limits of the ports to be visited are 
given. Let us create a Hamilton cycle containing these ports 
based on the assumption that the amount of sinking water per 
TEU is 1 cm. 

First we need to create the draft limit-the draft effect of 
the demand pairs, i.e. ⟨𝑙𝑙𝑖𝑖│𝑑𝑑𝑗𝑗 ⟩ pairs. 

X: ⟨16│0⟩  

A: ⟨11│3⟩ 

B: ⟨11│3⟩  

C: ⟨13│4⟩   

D: ⟨18│2⟩   

E: ⟨10│3⟩  

In accordance with our acceptance, the ship has to return 
to its starting port empty only by delivering. First of all, if we 
examine the draft limit-the draft effect of the demand pairs, 
we see that the ports A and B have the same pair. If there is a 
solution set, then the number of the ports with the pair ⟨11│3⟩ 
will be at most 3 according to Proposition 2. There is therefore 
a possibility that there exists a Hamilton cycle. In other words, 
there is a possibility that our solution set is unique. When we 
look at our example, the only port is D which the ship can go 
from the X port. Then the second vertex of the Hamilton cycle 
will be the port D. When leaving the port D, the total amount 
of demand on the ship will be 1300 TEU. In this case, the only 
port to go is the port C. Since the draft limit is equal to the 
draft effect of the total demand, there is a possibility that the 
ship may run aground, but the amount of fuel consumed on the 
road will reduce the draft of the ship so that the ship will be 
able to enter the port easily. We can take the port C as the third 
vertex of the Hamilton cycle. The total demand on the ship 
when leaving the port C is 9000 TEU. This means that the ship 
will be able to enter every port with a draft limit of more than 
9 meters. Since the draft limits of all ports in the table are 
greater than 9 meters deep, there is no obstacle to establish the 
Hamilton cycle. In total 3! = 6 solution sets (Hamilton cycles) 
can be established for the 3 ports left. One of the solution sets 
is 

 X  →D→  C→ A→  B  

Thus, only one ship will be sufficient for delivery. The 
matrix representation of this graph is given in Figure 1. 

 

Figure1. Matrix representation of example 1 

Note that, if {𝑙𝑙1, 𝑙𝑙2, … . 𝑙𝑙𝑘𝑘 } is a solution set, then the matrix 
representation of the graph  𝑙𝑙1→𝑙𝑙2→⋯→𝑙𝑙𝑘𝑘→𝑙𝑙1 is given in 
Figure 2. 

 

Figure 2. Matrix representation of solution set. 

 

It is clear from this matrix that 𝑎𝑎𝑗𝑗,𝑗𝑗+1 =  𝑎𝑎𝑘𝑘,1 = 1 and the 
other components of the matrix are zero, for  j=1,2,…k+1 

Example 2 Let the following table be given in Table 2. 

Table 2. Ports with draft limits-2 

Port Demand(TEU) Draft Limit 
(meters) 

X 0 25 
A 200 9 
B 300 14 
C 200 9 
D 200 9 
E 300 17 
F 800 8 
G 200 11 
H 200 9 
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In the table 2, there are 5 ports with the same demand, 200 
TEU, and also there are 4 ports with the same ⟨𝑛𝑛𝑙𝑙𝑖𝑖│𝑑𝑑𝑙𝑙𝑖𝑖  ⟩ pair, 
⟨9│2⟩ Moreover, there is a port such that 𝑛𝑛𝑙𝑙𝑖𝑖 =  𝑑𝑑𝑙𝑙𝑖𝑖 . Clearly, 
there is no Hamilton cycle containing all ports according to 
the draft limits. For this reason, we need more than one ship. 
First, we sort the ports according to the draft limits as follows: 

𝑋𝑋 ∶  𝑙𝑙1;  𝐸𝐸 ∶  𝑙𝑙2;  𝐵𝐵 ∶  𝑙𝑙3;  𝐺𝐺 ∶  𝑙𝑙4; 

𝐴𝐴 ∶  𝑙𝑙5;  𝐶𝐶 ∶  𝑙𝑙6;  𝐷𝐷 ∶  𝑙𝑙7;  𝐻𝐻 ∶  𝑙𝑙8;  𝐹𝐹 ∶  𝑙𝑙9 

Let us consider the partitions 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙3𝑙𝑙4𝑙𝑙9} 

𝑆𝑆2 = {𝑙𝑙1, 𝑙𝑙5, 𝑙𝑙6𝑙𝑙7𝑙𝑙8} 

It is clear that, there are Hamilton cycles for both 𝑆𝑆1 and 
𝑆𝑆2 and therefore 𝑆𝑆1 and 𝑆𝑆2 are sub-solution sets. Hence it is 
necessary two ships for delivery. Another possible partitions 
are given in Table 3 

Table 3. Sub-solutions sets 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙3𝑙𝑙4𝑙𝑙9} 
𝑆𝑆2 = {𝑙𝑙1, 𝑙𝑙5, 𝑙𝑙6𝑙𝑙7𝑙𝑙8} 

(we built) 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙4, 𝑙𝑙5𝑙𝑙6𝑙𝑙7𝑙𝑙8} 
𝑆𝑆2 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙3𝑙𝑙9} 

 
𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙3, 𝑙𝑙5, 𝑙𝑙6, 𝑙𝑙7, 𝑙𝑙8} 

𝑆𝑆2 = �𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙4,𝑙𝑙9� 
 
 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙4, 𝑙𝑙5, 𝑙𝑙6, 𝑙𝑙7, 𝑙𝑙8} 
𝑆𝑆2 = {𝑙𝑙1, 𝑙𝑙3, 𝑙𝑙9} 

 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙5, 𝑙𝑙6, 𝑙𝑙7, 𝑙𝑙8} 
𝑆𝑆2 = �𝑙𝑙1, 𝑙𝑙3, 𝑙𝑙4,𝑙𝑙9� 

 
 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙3, , 𝑙𝑙5, 𝑙𝑙6, 𝑙𝑙7, 𝑙𝑙8} 
𝑆𝑆2 = {𝑙𝑙1, 𝑙𝑙4, 𝑙𝑙9} 

 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙3, 𝑙𝑙4, 𝑙𝑙5, 𝑙𝑙6, 𝑙𝑙7, 𝑙𝑙8} 
𝑆𝑆2 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙9} 

 

𝑆𝑆1 = {𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙3, 𝑙𝑙4, 𝑙𝑙5, 𝑙𝑙6, 𝑙𝑙7, 𝑙𝑙8} 
𝑆𝑆2 = {𝑙𝑙1, 𝑙𝑙9} 

 

Since there are many route options, the most optimal route 
can be selected by considering the distance. Note that, for each 
partition including the ports A, C, D and H, there are 4! = 24 
route options since they have the same ⟨9│2⟩ pair. In total, 
there are 24x8 = 192 route options according to the draft 
limits. 

5. An algorithm for the optimal route 

It can be seen from Example 2 that there are many route 
options according to the draft limits. Now we give an 
algorithm for the optimal route in terms of the cost of the route 
and draft limit. For this, we use the nearest neighborhood 
algorithm. (Anderson, 2000) 

Step1. Sort the ports according to the draft limits from 
large to small. The initial port will be 𝑙𝑙1 and 𝑛𝑛𝑙𝑙𝑖𝑖 ≥  𝑛𝑛𝑙𝑙𝑖𝑖+1   
∀i=1,2,…k-1, for the set of ports {𝑙𝑙1, 𝑙𝑙2 … 𝑙𝑙𝑘𝑘} 

Step2. For t Hamilton cycles, in other words, for t ships 
for delivery, each ship goes to the nearest convenient 
(according to the draft limits) port which has the lowest cost 
from the initial port 𝑙𝑙1. 

Step3. Each ship goes to another convenient port which 
has the lowest cost from the second port if any, otherwise the 
ship returns to the initial port  𝑙𝑙1. 

Step4. Repeat Step3 until there are no ports left. 

In this paper, we have determined the order of the ports to 
be reached with the help of graph theory and have established 
Hamilton cycles. We have obtained sub-solutions and solution 
sets with the help of these cycles and have developed a new 
approach. Also, we have developed a modelling by the 
traveling salesman problem with draft limits. We have found 
the number of Hamilton cycles to be generated and in this way 
we have determined the number of vessels we need for 
shipment. Moreover, we have proved some relations about the 
draft limit and the demand of the port which gives an idea for 
the optimal route of the ship. Finally we have presented some 
examples. 
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Abstract- Recently, geopolymer or alkali-activated concrete takes great attention due to low carbon footprint since fly 

ash and ground granulated blast furnace slag (industrial by-product materials) has been utilized as binder materials in the 

alkali-activated concrete. In this research, the compressive strength (CS) development of the alkali -activated fly ash/slag 

(AAFAS) concrete was investigated in an ambient environment at 7., 14., 28., and 56. days using alkali activator 

(sodium silicate to sodium hydroxide) ratios of 1, 1.5, 2, and 2.5 with 6M SH (low) concentration. In addition, the effect 

of delayed oven-curing condition was also studied at 56.day. The results indicated that for the ambient-cured specimens 

with 6M SH concentration, the maximum and minimum CS were reached in the AAFSS concrete with alkali activator (SS/SH) 

ratios of 2 and 1, respectively. The AAFAS concrete with an alkali activator ratio of 2.5 showed the lowest CS enhancement 

after 7.day and 14.day, while the AAFAS specimens with an alkali activator ratio of 1.5 performed the least CS improvement 

at 28.day in the ambient environment. Meanwhile, the highest CS enhancement was observed in the specimens with an alkali 

activator ratio of 2 for all ages. Due to the delayed oven-curing, the least and the highest CS enhancements were observed in 

the AAFAS specimens with alkali activator ratios of 2 and 1.5, respectively. The results pointed out that AAFAS concrete with 

a higher alkali activator ratio (≥2) should be used for structural applications in the ambient environment. 

 

Keywords Alkali activated fly ash/slag concrete, alkali activator, delayed oven-curing, compressive strength, sodium silicate 

to sodium hydroxide ratio. 

 

1. Introduction 

Due to the increasing population, novel eco-friendly 

materials are required in order to build sustainable structural 

applications. Nowadays, ordinary Portland cement (OPC) 

has been widely utilized as a binder material for the 

construction of structural elements. However, due to the 

hazardous influence of the cement material to the 

environment and high energy demand during cement 

production [1], alternative binder materials or different 

concrete types become necessary for the green and 

sustainable environment and global economy. Generally, fly 

ash (FA), ground granulated blast furnace slag (GGBS) and 

silica fume have been partially utilized instead of OPC as 

binder materials and their favorable effects on the 

mechanical strength and durability properties of the OPC 

concrete were reported in the earlier investigation [2]. 

Recently, geopolymer concrete or alkali-activated concrete, a 

new type of cementless free concrete, has been emerged into 

the concrete industry and numerous researches have been 

conducted in order to use geopolymer or alkali-activated 

concrete instead of OPC concrete in structural applications 

[3-7]. A novel cement-free alkali-activated concrete needs 

less energy during its production [8] and releases 

approximately 6 times less CO2 than the OPC concrete [9, 

10]. Alkali activated concretes includes FA, GGBS, 

metakaolin, silica fume as binder materials [11] and 

generally SS and SH were utilized as alkali activators for the 

geopolymerization reactions [12, 13]. 

The alkali-activated concretes with FA show slow 

geopolymerization reactions at the ambient environment and 

generally requires elevated temperature curing above 60°C 

for the fast geopolymerization reactions and early strength 

gain [14]. Therefore, the FA utilization alone can be limited 

in the precast concrete industry due to the heat-curing 

requirement. Meanwhile, GGBS consists of a high amount of 
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CaO that responsible for the strength gain at ambient 

environment. Therefore, GGBS utilization in the AAFAS 

concrete becomes significant for the structural applications. 

However, researchers reported that GGBS utilization alone 

causes high shrinkage and rapid setting [15, 16], hence 

combined utilization of the FA and GGBS should be better in 

terms of structural utilization of the AAFAS concrete 

specimens. 

Alkali activators are responsible for the initiation of the 

geopolymerization reactions. A strong alkaline medium is 

required for the surface hydrolysis and molarity 

concentration of the alkali activator determines the 

mechanical properties of the AAFAS materials [17]. In an 

earlier investigation [18], the effect of three different SH 

molarity (3M, 6M, 9M) was investigated on the FA based 

geopolymer concrete when the alkali activator ratio (SS/SH 

ratio) was kept constant and it was reported that the highest 

CS was obtained on the specimens with 6M SH 

concentration. The researchers also added that 

geopolymerization reaction was not strong due to the low SH 

concentration (3M) and premature coagulation of silica, 

which causes low CS for the AAFAS concrete specimens 

with a high molarity concentration (9M). The 6M SH was 

found as the optimum molarity concentration for the FA 

based geopolymer concrete. 

The inclusion of the SS to the SH solution improved the 

mechanical strength of the alkali-activated materials since SS 

increases the silicate content and SiO2/Na2O ratio in the 

alkali activator [19]. It was reported that the CS of the alkali-

activated materials depends on the SH molarity, SS/SH, 

SiO2/Na2O, and Na2O/Al2O3 ratios [20]. In this study, the 

effect of various SS/SH ratios under 6M SH concentration on 

the CS development of the AAFAS concrete was 

investigated. Moreover, the effect of the delayed oven-curing 

condition on the CS of the AAFAS concrete was examined. 

2. Materials and Test Methods 

2.1. Alkali Activated Concrete Materials 

The AAFAS concrete consisted of 50% GGBS and 50% 

F-type FA. The GGBS and FA materials were taken from 

Iskenderun iron and steel power plant and Çatalağzı thermal 

power plant, respectively. For the geopolymerization 

process, combined use of SS and SH solutions were utilized 

with alkali activator ratios of 2.5, 2, 1.5, and 1 with the 6M 

SH concentration. The SH pellets and SS liquid with an 

alkaline modulus of 2 and a specific gravity of 1.39 g/cm3 

were taken from a local market. The 6M SH solution and 

different alkali activator ratios were prepared in the 

laboratory environment just before the AAFAS concrete 

production. The sudden heat release emerged during mixing 

of the SH solution, hence SH solution was waited 

approximately 15 minutes in order to cool down. A 

naphthalene based superplasticizer was utilized to reach S4 

slump class concrete for structural utilization. For the 

aggregates, coarse aggregates (5mm – 22mm) and fine 

aggregates (<4 mm) were used and the aggregate sieve result 

was given in Fig. 1. The chemical composition and physical 

properties of the used binder materials were also presented in 

Table 1. 

 

Fig. 1. Aggregate sieve analysis 

Table 1. The physical properties and chemical composition 

of the slag and fly ash 

Chemical 

Composition 
Slag F-type Fly Ash  

SiO2 (%) 37.97 56.15 

Al2O3 (%) 13.27  26.37 

CaO (%) 37.92 1.79 

Fe2O3 (%) 1.16 6.44 

MgO (%) 5.64 2.35 

SO3 (%) 0.23 0.056 

Na2O (%) 0.84 1.1 

K2O (%) 0.56 3.8 

Cl (%) 0.015 0.09 

Loss on ignition (%) 0.01 2.2 

Specific Gravity 

(g/cm3) 
2.95 2.05 

Specific Surface 

(cm2/g) 
5131 3870 

2.2. Mixture Composition 

Table 2 indicates the mixture composition of the AAFAS 

concrete with various alkali activator ratios. For the 

production of the AAFAS concrete, 180 kg/m3 slag (half of 

the binder) and 180 kg/m3 F-type FA materials were utilized. 

The used alkali activator ratios were 1, 1.5, 2, and 2.5 and the 

concentration of the SS was 6M, which was considered to be 

low molarity concentration. The compressive strength 

development of the AAFAS concrete under low SH molarity 

was investigated in this research. For enhanced 

geopolymerization and workability, and especially cheaper 

alkali activated concrete productions, water addition into the 

alkali-activated concrete mixes was reported in the earlier 

investigations [21, 22]. The used water amount was kept 

constant for the all AAFAS concrete mixtures, and the 

superplasticizer amount was changed in order to obtain S4 

slump class concrete. It should be noted that the used 

superplasticizer (SP) amount in the AAFAS specimens 

decreased as the alkali activator (SS/SH) ratio increased as 

shown in Table 2. 
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Table 2. Mixture composition of the AAFAS concrete with 

different SS/SH ratios 

Mixture 

SS/SH ratios 

1 1.5 2 2.5 

6M SH 81 64.8 54 46.3 

SS 81 97.2 108 115.7 

Fly ash 180 180 180 180 

Slag 180 180 180 180 

No I 560 560 560 560 

No II 560 560 560 560 

Crushed Sand 373 373 373 373 

Sand 373 373 373 373 

Superplasticizer 11.56 10.00 8.44 6.88 

Water 43.75 43.75 43.75 43.75 

 
During mixing procedure, dry materials (aggregates, FA 

and GGBS) were included into the mixer and the dry mixture 

mixed for 2 min. The SS, SH and half of the SP were mixed 

before in a container and included into the mixer and then 

mixed for additional 2 min. Finally, water and the remaining 

SP were also mixed before in a container and the liquid 

solution was added into the mixer and mixed for additional 2 

min. The duration of the total mixing procedure was 6 min. 

2.3. Curing of specimens and compressive strength tests 

The prepared different AAFAS mixes were poured into 

the 150x150x150 mm cube molds and the required 

compaction was realized. Then the top surfaces of the cube 

AAFAS concretes were covered with plastic sheets to 

prevent the evaporation of the alkaline solutions. After 3 

days later, molds were demolded and AAFAS concretes were 

left in the ambient environment at 6 ± 4°C to investigate the 

CS development of the AAFAS concretes in winter 

conditions. The CS tests were performed according to ASTM 

C39 standard at the ages of 7., 14., 28., and 56. days in order 

to observe the CS enhancement of the ambient-cured 

AAFAS concrete specimens with curing time. Three 

identical AAFAS samples were utilized for each AAFAS 

specimen in order to calculate average CS of the AAFAS 

specimens.  

In addition to ambient-curing, the delayed oven-curing 

was also applied to the AAFAS concrete specimens in order 

to investigate the influence of delayed oven-curing condition 

on the AAFAS concrete specimens with various SS/SH 

ratios. In the delayed oven-curing conditions, the AAFAS 

concretes were waited in the ambient environment for 54 

days and then the AAFAS concretes were put in an oven at 

70°C for 48 hours (first 56 days for ambient curing condition 

and the last 2 days for oven-curing condition). The delayed 

oven-cured AAFAS concretes were tested only at the age of 

56. days and three identical AAFAS concrete samples were 

used to calculate average CS values of the AAFAS concrete 

specimens at the age of 56.day.  

3. Results and Discussions 

3.1. Ambient-cured Specimens 

Fig. 2 shows the CS development of the AAFAS 

concretes with various alkali activator ratios and 6M SH 

concentration in the ambient environment. The ambient-

cured AAFAS concretes were tested at the ages of 7., 14., 

28., and 56. days. As in the case of OPC concrete, the CS of 

the AAFAS concretes increased with time and the highest CS 

was attained on the AAFAS concretes at the age of 56. day.  

 

Fig. 2. Compressive strength development of the AAFAS 

specimens with various SS/SH ratios 

The compressive strength (CS) test results indicated that 

the CS of the AAFAS concretes increased with an increasing 

alkali activator ratios up to the value of 2, and the CS of the 

AAFAS concretes started to be decreased after the further 

alkali activator ratio (2.5). The maximum and minimum CS 

were obtained in the AAFAS concretes with alkali activator 

ratios of 2 and 1, respectively.  The CS could not be attained 

for the AAFAS concretes with an alkali activator ratio of 1. 

When the alkali activator ratio of the AAFAS specimens was 

1.5, the average CS of the AAFAS concretes were 1.28 MPa, 

1.93 MPa, 2.48 MPa, and 3.57 MPa at the ages of 7.day, 

14.day, 28.day, and 56.day, respectively. For the AAFAS 

concretes with an alkali activator ratio of 2, the mean CS of 

the AAFAS specimens were found to be 4.83 MPa, 5.75 

MPa, 9.18 MPa, and 10.66 MPa for 7.day, 14.day, 28.day, 
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and 56.day, respectively. For the AAFAS specimens with an 

alkali activator ratio of 2.5, the mean CS of the AAFAS 

specimens were obtained as 2.25 MPa, 3.37 MPa, 7.43 MPa, 

and 8.62 MPa at the ages of 7.day, 14.day, 28.day, and 

56.day, respectively. The results indicated that ongoing 

geopolymerization reactions take place with time in the 

AAFAS concretes. 

Table 3. Compressive strength changes of the AAFAS 

samples with respect to 56.day compressive strength (%) 

Day 
SS/SH ratios 

1 1.5 2 2.5 

7 - 36 45 26 

14 - 54 54 39 

28 71 69 86 86 

56 100 100 100 100 

 
Table 3 indicates the CS changes of the AAFAS 

concretes with respect to 56.day CS values. As stated earlier, 

there was no CS gain at 7.day and 14.day for the AAFAS 

concretes with an alkali activator ratio of 1. The CS 

development became 71% at 28.day with respect to 56.day 

CS for the AAFAS specimens with an alkali activator ratio 

of 1. For the AAFAS specimens with an alkali activator ratio 

of 1.5, the CS enhancements became 36%, 54%, and 69% at 

the ages of 7.day, 14.day, and 28.day, respectively. For the 

AAFAS concretes with an alkali activator ratio of 2, the CS 

enhancements at 7.day, 14.day, and 28.day were 45%, 54%, 

and 86%, respectively. For the AAFAS concretes with an 

alkali activator ratio of 2.5, the CS improvements were 26%, 

39%, and 86% for 7.day, 14.day. and 28.day, respectively. 

The CS test results indicated that the lowest CS gain was 

observed on AAFAS concretes with an alkali activator ratio 

of 2.5 at the ages of 7.day (26%) and 14.day (39%), while the 

lowest CS gain at the age of 28.day was observed on the 

AAFAS concretes with an alkali activator ratio of 1.5 (69%). 

Meanwhile, the highest CS gain was observed on the 

AAFAS concretes with an alkali activator ratio of 2 at the 

ages of 7.day (45%), 14.day (54%) and 28.day (86%). For 

the AAFAS concretes with an alkali activator ratio of 2.5, 

approximately 60% CS enhancement was observed between 

14.day and 28.day. For the AAFAS specimens with alkali 

activator ratios of 1 and 1.5, approximately 30% CS increase 

was observed after 28.day, while for the AAFAS specimens 

with alkali activator ratios of 2 and 2.5, the CS development 

became only 14% after 28.day.   

3.2. Delayed oven-cured Specimens 

Figure 3 shows the effect of the delayed oven-curing on 

the CS of the AAFAS concretes at 56.day. The delayed 

oven-cured AAFAS concretes indicated as 56-OC in Figure 

3. Results indicated that at the end of the 56.day curing 

period, delayed oven-cured AAFAS concretes yielded higher 

CS values than the ambient-cured AAFAS concretes. The CS 

of the AAFAS concrete with alkali activator ratios of 1, 1.5, 

2 and 2.5 were increased as 9%, 36%, 8%, and 33%, 

respectively due to the delayed oven-curing. Results 

indicated that the lowest CS enhancement was observed on 

the AAFAS specimens with an alkali activator ratio of 2, 

while the highest CS enhancement was noticed on the 

AAFAS concretes with an alkali activator ratio of 1.5. In 

addition, after the delayed oven-curing procedure, AAFAS 

concrete with an alkali activator ratio of 2 yielded similar CS 

values with the AAFAS concretes with an alkali activator 

ratio of 2.5. 

 

Fig. 3. Compressive strengths of the ambient cured and 

delayed oven-cured AAFAS specimens  

4. Conclusions 

In this study, the effect of various alkali activator ratios 

on the CS development of the AAFAS concretes was 

investigated using 6M SH concentration at the ages of 7.day, 

14.day, 28.day, and 56.day. In addition, the effect of delayed 

oven-curing on the CS of the AAFAS concretes was also 

investigated and the results were summarized below; 

 The results showed that the CS of the AAFAS 

concrete specimens increased with time similar to 

OPC concrete. The CS test results indicated that 

ongoing geopolymerization reactions take place in 

the AAFAS concretes up to the 56.day. 

 

 The CS of the AAFAS samples with 6M SH 

concentrations enhanced with an increase in the 

alkali activator ratio up to the alkali activator ratio 

of 2, then the CS of the AAFAS samples were 

found to be decreased for the increased alkali 

activator ratio of 2.5. 

 

 For the ambient-cured AAFAS concretes, the 

highest and the lowest CS were obtained in the 

AAFAS concrete specimens with alkali activator 

ratios of 2 and 1, respectively.  



INTERNATIONAL JOURNAL of ENGINEERING TECHNOLOGIES-IJET 
Niş, Vol.5, No.2, 2019 

88 
 

 The AAFAS concrete specimens with an alkali 

activator ratio of 1 showed very low CS (<1 MPa), 

which can be attributed to the low SH concentration 

in the used alkali activator.  

 

 The ambient-cured CS test results of the AAFAS 

specimens also revealed that the lowest CS 

enhancement was obtained in the AAFAS 

specimens with an alkali activator ratio of 2.5 at the 

ages of both 7.day and 14.day, while the lowest CS 

improvement was observed in the AAFAS concretes 

with an alkali activator ratio of 1.5 at 28.day. In 

addition, the highest CS enhancement was reached 

in the AAFAS concretes with an alkali activator 

ratio of 2 for all the tested ages. 

 

 The ambient-cured AAFAS specimens with alkali 

activator ratios of 1 and 1.5 showed approximately 

30% CS increase between 28.day and 56.day, 

whereas for the AAFAS specimens with alkali 

activator ratios of 2 and 2.5, the CS enhancement 

became around 14% between 28.day and 56.day. 

Therefore, AAFAS concrete with a higher alkali 

activator ratio (≥2) should be utilized in the 

structural applications in ambient environments. 

 

 The delayed oven-cured AAFAS specimens yielded 

higher CS values than the ambient-cured AAFAS 

specimens. The lowest CS enhancement was 

obtained in the AAFAS specimens with an alkali 

activator ratio of 2, while the highest CS 

improvement was achieved in the AAFAS 

specimens with an alkali activator ratio of 1.5 due to 

the delayed oven-curing at 56.day.  
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Abstract- The paper focuses on the geostatistical analysis of the data set on the Philippine archipelago. The research question 

is understanding variability in several geospatial parameters (geology, geomorphology, tectonics and bathymetry) in different 

segments of the study area. The initial data set was generated in QGIS by digitizing 25 cross-sectioning profiles. The data set  

contained information on the geospatial parameters in the samples by profiles. Modelling and statistical analysis were 

performed in SPSS IBM Statistics software. The analysis of the topography shows strong variability of the elevations in the 

samples with the extreme depths in the central part of the study area (profile 13 with -9,400 m) and highest elevations in its 

south-western part (profile 17 with 1950 m). The analysis of the geological classes and lithology shows maximal samples of 

the basic volcanic rocks (40,40%) followed by mixed sedimentary consolidated rocks (31,90 %). Pairwise analysis of the 

sediment thickness and slope aspect demonstrates correlation between these two variables with the maximal sediment layer in 

the profiles 1-4 crossing the Philippines. The hierarchical dendrogram clustering of the bathymetry by three approaches shown 

maximal correlation of 5 clusters containing profile groups: 12-18 (centre), 22-25 (south-west), 1-2 (north), 7-8 (north-east), 

19-21 (south-west). Other profiles show lesser similarities in the bathymetric patterns. The forecasting models were computed 

for the geospatial variables showing gradual increase in the gradient angles southwards and increased values for the sediment 

thickness in the north. Technically, the results proved effectiveness of the SPSS application of the geological data modelling. 

Keywords Geological Modelling; SPSS Statistics; Data Analysis; Philippines; Marine Geology. 

 

1. Introduction 

Modelling geological data requires a multi-disciplinary 

approach to finding and analysing patterns in the categorical 

geospatial data. Understanding complex relationships 

between the variables constituting geospatial data set 

requires thorough analysis of the properties and features of 

the study area: geology, bathymetry, tectonics, 

geomorphology. A fusion of the different approaches and 

analytical methods and algorithms proposed by the existing 

statistical software and tools enables to solve such research 

problems and operate with the multi-source data.  

Application of the data mining and machine learning 

algorithms for the geological domain is of particular interest 

nowadays, because the geospatial data are almost always 

include multidimensional data arrays collected through the 

geological expeditions as large data sets. Statistical analysis 

of the large data sets by various methods enables to perform 

precise and accurate data analysis, as well as perform 

predictive modelling, and visualize descriptive statistics on 

the raw data. Various approaches exist in data analysis and 

machine learning both covering general aspects of the data 

mining [1], [2], [3], [4], [5], as well as particular tasks of the 

geological modelling and data analysis in geosciences [6], 

[7], [8], [9], [10], [11]. 

The particular problem of the geoscience data modelling 

consists in traditional use of GIS and geoinformatics for the 

data analysis with significantly lesser usage of data analysis 

by the statistical algorithms and specific software (SPSS) or 

programming packages of R [12], [13], [14] or Python [15], 

[16], [17].  

The data analysis in the geological marine mapping 

domains is traditionally based on the geoinformatics and 

embedded plugins of the GIS software [18], [19], [20]. 

Therefore, the statistical data analysis is often less 
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representative in the geosciences, comparing to the computer 

sciences, IT and finances. The statistical data analysis is 

widely used in other domain. These include, as mentioned 

before, such branches as economics, IT, finance and social 

studies where various algorithms and approaches are being 

developed, tested and improved. To fill in the gap between 

the geoscience and statistical data analysis, this research aims 

at the particular approach of the geodata modelling by means 

of the software SPSS IBM Statistics.  

 

Fig. 1. Statistical box plots on the bathymetry: min-max 

values, 1st and 3rd quartiles, median. 

The geological focus of the current research is analysis 

of the geological interrelationship between the variables 

(geomorphology, geology, tectonic plates, topography and 

bathymetry) of the study area: the Philippines islands and 

Philippine Trench located in the west Pacific Ocean, between 

the South China Sea and the Philippine Sea. 

2. Methods 

2.1. Initializing GIS project and generating data set 

The first part of the research was performed in the 

Quantum GIS where the GIS project was initiated. The 

project contained vector thematic GIS layers with following 

data: tectonics, geology, geomorphology, bathymetry.  

Fig. 2. Error bar of variability (25 profiles) with a 5% 

confidence interval of the standard deviation.  

The layers were processed, combined and re-projected in 

common coordinate system (UTM). Thereafter, the 25 cross-

sectioning profiles were digitized across the Philippine 

archipelago and adjacent hadal trench crossing two tectonic 

plates: the Philippine Sea Plate and Sunda Plate. The 

information from all thematic layers where the digitized lines 

crossed the layers were recorded in the GIS attribute table 

which was then stored as a .csv table. At the next step, the 

table was imported int the IBM SPSS Statistics software as a 

working data set. All further research steps and graphical 

plotting were performed in the IBM SPSS Statistics. 

2.2. Analysis of the bathymetric ranges: variability of the 

samples by box plots and error bars  

Statistical analysis of the observations from the 

geospatial data set by visualizing box plots allows to 

distinguish concentration of the data showing the extreme 

values in the bathymetric and topographic elevations (Figure 

1) across the Philippine Trench and archipelago. Plotted 25 

box plots are constructed from five values each:  minimum 

and maximum values, the first and third quartiles, and the 

median (Figure 1). The error bars for the bathymetric 

analysis were plotted using Graphs/Legacy Dialog menu 

from the SPSS. They show summaries for the separate 

variables of 25 cross-sectioning profiles (Figure 2).  

Fig. 3. Descriptive statistical analysis of the bathymetry by 

cross-sectioning profile 1. A) Normal QQ plot; B) Normal 

PP plot; C) Detrended normal QQ profile.  

Each bar represents the confidence interval for the 

recorded means with excluded missing values showing the 

percentage value of 5% of the standard deviation. 

Descriptive statistical analysis on the bathymetry was 

performed by plotting the probability of the elevation data 

distribution by quantiles (QQ) and point-point (PP) plots. 

These methods show analysis of the normality of the 
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topographic data distribution. The PP plot shows a scatter 

diagram comparing two bathymetric samples of the same 

profile (Figure 3). The next step of the topographic analysis 

was performed by plotting statistical data description by the 

high-low charts for the analysis of the depths ranges showing 

summaries of the separate variables by the 25 profiles 

(Figure 4). 

2.3. Multi-variance analysis of the geospatial variables: 

geology, tectonics and geomorphology 

The analysis of the geological classes and lithology of 

the study area was performed by two approaches. First, 

qualitative analysis of the geological classes by the multi-

plot visualization for comparative analysis (Figure 5). The 

chart shows mean values of the observation samples by 

separate variables (cross-sectioning profiles, 1:25 crossing 

the Philippine archipelago and trench. Second, the 

quantitative analysis of the geologic data  (Figure 6) was 

performed using pie charts showing visual data distribution 

across the Philippines.  

Fig. 4. Statistical analysis by high-low charts for bathymetry 

and topography, the Philippines 

Quantitative analysis of the tectonic values by the cross-

sectioning profiles was performed by means of the drop line 

chart plotting aimed at the pairwise comparative analysis of 

the two tectonics plate: Sunda Plate and the Philippine Sea 

Plate (Figure 7).  

 

Fig. 5. Variation of the data distribution for the geologic 

classes across the 25 profiles 

Pairwise correlation of the geology (sedimentation 

thickness layer) and geomorphology was done using method 

of the stacked area charts where two variables were 

visualized in a combined plot using relative y-scale factor 

(Figure 8).   

2.4. Hierarchical cluster analysis and modelling 

Visualizing data by the hierarchical cluster analysis and 

plotting dendrograms (tree diagrams) is an effective method 

reviewed and discussed in various existing research works 

[21], [22], [23]. Hierarchical clustering aims at grouping data 

by the attribute similarities (Figure 8 and Figure 9). The 

hierarchical cluster analysis was performed using ‘Analyse / 

Classify / Hierarchical Cluster’ module by the SPSS 

Statistics. The statistical methods included agglomeration 

schedule of the variables and computing proximity matrix 

(Table 2).  

 

Fig. 6. Quantitative data distribution on lithology and 

geology across the Philippine Islands 

Table 1. Descriptive Statistics for the recorded 

geological classes across 25 profiles, Philippines 

Class name Maximum Mean 
Std. 

Deviation 

geolC 73 14.48 22.602 

geolP 22 .88 4.400 

geolVb 141 39.72 41.390 

geolA 58 4.84 13.104 

geolSmi 106 31.36 36.555 

geolPb 17 .68 3.400 

geolM 73 6.36 19.506 
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Three methods of the data grouping were tested to 

achieve optimal results: Ward’s method, Centroid clustering 

and Average linkage between groups. The best solution was 

proposed by the Ward’s criterion method, a general 

agglomerative hierarchical clustering procedure, initially 

suggested by J. H. Ward [24] and developed in further 

studies [25], [26].  

The particularity of this method consists in its approach 

towards data grouping: the criterion for choosing pair of 

clusters to merge at each step is based on the optimal value 

of an objective function. Modelling forecasts for the 

geological and geomorphic variables enables to asses the 

possible variations of the data using existing condition by 

given condition (Figure 11).   

Table 2. Proximity Dissimilarity Matrix by Euclidean 

Distance. Geological variables: C, P, Vb, A, Smi, Pb, M 

Geol

. 
geolC geolP geolV

b 
geolA geolS

mi 
geolP

b 
geol

M 

C .000 134.1

12 
207.2

22 
118.0

97 
199.0

28 
131.9

73 
166.2

68 

P 134.1

12 
.000 283.7

48 
72.04

9 
237.5

63 
27.80

3 
103.0

87 

Vb 207.2

22 
283.7

48 
.000 264.9

23 
206.7

82 
282.1

74 
291.3

93 

A 118.0

97 
72.04

9 
264.9

23 
.000 215.3

07 
70.68

2 
121.8

61 

Smi 199.0

28 
237.5

63 
206.7

82 
215.3

07 
.000 234.3

18 
251.6

96 

Pb 131.9

73 
27.80

3 
282.1

74 
70.68

2 
234.3

18 
.000 102.1

37 

M 166.2

68 
103.0

87 
291.3

93 
121.8

61 
251.6

96 
102.1

37 
.000 

 

3. Results 

The first part of the research (Figures 1-4) aims at the 

analysis of the bathymetry and topography. In this part the 

elevations across the study area were tested by various 

statistical approaches.  

The results on the bathymetric analysis show following 

findings. As can be seen from the Figure 1,  the greatest 

depths in bathymetry of the Philippine archipelago from the 

whole data set is noted by the profiles 12 and 13 where the 

values are reaching -9,150 and -9,400 meters, respectively.  

On the contrary, the highest elevation values are detected by 

the profiles Nr. 17 (1950 meters).  

Error bars (Figure 2) demonstrate variability of the data 

(cross-sectioning 25 bathymetric profiles) with a 5% 

confidence interval of the standard deviation. As can be 

concluded by the Figure 2, the minimal error bars are 

recorded by the profile 20 with depth of -5,000m followed by 

the profile 24 and 25 with depths ranges of  -3,000 and -

2,400 meters, respectively. The PP plot (Figure 3) shows a 

scatter diagram comparing two bathymetric samples of the 

same profile.  As can be seen from the Figure 3 B (lower 

left), the profiles Nr. 1 shows similar underlying distributions 

by the points with the line representing real data almost 

approaching modelled one, as shown by X axe (expected 

cumulative probability).  

Fig. 7.  Pairwise comparative analysis of the samples 

distribution across two tectonic plates 

The probability of the sample points is visually 

expressed by the point size (Figure 3 B). Figure 3A shows 

example of the normal quantile-quantile (QQ) plot for the 

case of profile 1.  

Table 3. ANOVA One-Way computing results for the 

geological variables 

Geological variables Sum of 

Squares 
df Mean 

Square 

geolC Between Groups, 

Total 
12260.240 24 510.843 

geolP Between Groups, Tot. 464.640 24 19.360 

geolVb Between Groups, Tot. 41115.040 24 1713.127 

geolA Between Groups, Tot. 4121.360 24 171.723 

geolS

mi 
Between Groups, Tot. 32069.760 24 1336.240 

geolPb Between Groups, Tot 277.440 24 11.560 

geolM Between Groups, Tot. 9131.760 24 380.490 

 

The same data modelling was modelled for the 25 

profiles of the data set. The data demonstrated normal 
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distribution. Figure 3C (lower right) shows a scatter diagram 

comparing a distribution of samples of the profile 1 by 

detrended normal QQ plot for this profile. Central part of the 

Philippine Trench (profiles Nr. 12-14) and south-eastern 

segment (profiles Nr. 17-19) are notable for the increased 

depth ranges, as can be seen from the Figure 4.  

Table 4. Statistics on the frequencies in data records: 

sediment thickness and slope aspect (a). Calculated from 

grouped data. b). Multiple modes exist. The smallest value is 

shown. c). Percentiles are calculated from the grouped data. 

Statistical values Sediment thickness Slope aspect 

Mean 824.20 133.36 

Std. Error of Mean 127.171 16.988 

Median 629.00a 114.00a 

Mode 402b 229 

Std. Deviation 635.856 84.940 

Variance 404312.250 7214.823 

Skewness 2.946 .222 

Std. Error Skewness .464 .464 

Kurtosis 8.088 -1.252 

Std. Error of Kurtosis .902 .902 

Range 2504 277 

Minimum 402 14 

Maximum 2906 291 

Sum 20605 3334 

The depth variations in the bathymetric patterns are 

caused by the specific geomorphic conditions of the 

Philippine archipelago that crosses two tectonic plates and 

submarine volcanic areas.  

Table 5. Model Statistics  

Model Model Fit 

statistics 
Ljung-Box Q(18) 

Stationary 

R-squared 
Statistics DF Sig. 

sedim_thickness-

Model_1 
.390 3.650 17 1.000 

slope_aspect-

Model_2 
.251 12.269 17 .784 

tan_angle-

Model_3 
.808 11.868 16 .753 

 

The collision of the tectonic slabs directly affects the 

topography. Other factors include submarine erosions and 

geology (sedimentation and physical properties of rocks). On 

the contrary, the elevations are notable (Figure 4) for the 

profiles 15, 17 and 3 where the profiles cross the selected 

small islands from the Philippine archipelago.   
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Fig. 8. Hierarchical cluster analysis with dendrogram 

visualization by two approaches: Ward Linkage and Average 

Linkage, for the set of cross-section profiles 1:25. 

Analysis of the distribution of the lithologic classes by 

samples shows (Figure 5) the significant predominance of 

the ‘Basic volcanic rocks’ followed by the ‘Mixed 

sedimentary consolidated rocks’ formed by accumulating of 

the sediment particles, as the most representative of two 

classes recorded across the Philippine archipelago by cross-

sectioning profiles.  

The mixed sedimentary consolidated rocks were formed 

by the submarine erosion from the abyssal plain area located 

near the Philippine Trench and transported to the trench, as 

well as submarine canyons followed by the water currents. 

Metamorphic rocks formed as a result of the transformation 

of various types of the existing rocks created third large 

group of the lithological rock types on the Philippine 

archipelago.  

 

Fig. 9. Hierarchical cluster analysis with dendrogram 

visualization by Centroid Linkage approach and cases. 

The analysis of the geological classes and lithology show 

maximal samples of the Basic volcanic rocks, Vb (40,40%) 

followed by Mixed sedimentary consolidated rocks, Smi 

(31,90 %) across the study area (Figure 6). On the contrary, 

Basic-ultrabasic plutonic rocks (Pb) are the least represented 

rock types among other lithological groups with the least 

samples recorded (0.69%).  

This type of the rocks is presented by the igneous and 

meta-igneous rocks with a very low silica content, which 

constitute the lowerst part of oceanic crust of the Philippine 

Trench, generated at the mid-ocean or back-arc ridges in the 

area nearby. Precambrian rocks (P) are the second 

underrepresented rock type across the Philippines, as can be 

noticed on the Figure 6 (0.90%).  

The Precambrian rocks are exceptionally rare since they 

are formed during the earliest geologic period of the Earth 

formation, and in most cases they are formed further to the 

metamorphic rocks. With 4,92 % and 6,47 % of the detected 

data samples, the Alluvial deposits (A) of the coastal area of 

the Philippines and the Metamorphic rocks (M) show the 

moderate part in the patters of the data distribution, 

respectively.  

Fig. 10. Hierarchical cluster analysis: cluster cases. 
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Complex lithology of the Mesozoic, Jurassic and 

Cretaceous rocks is covered by the 14,73% of the total 

records in the observation samples.  

The variations in the lithological patters of the 

Philippines may reflect the restricted geological and 

oceanographic conditions of the rocks formation, as well as 

the specific stratigraphy and sedimentary ocean environment 

of the Jurassic, Mesozoic and Cretaceous strata around the 

Philippines.  

 

4. Results 

The computation of the descriptive statistical parameters 

(standard deviation, maximal and mean values) is shown on 

the Table 1. The computation of the proximity dissimilarity 

matrix by Euclidean distance method is presented on the 

Table 2. It shows the two-dimensional square array 

containing the distances between the geological values across 

the seven recorded groups taken pairwise, between the 

elements of the each set of the geological classes.  

Fig. 11. Forecasting data modelling for the geospatial 

parameters: A) sediment thickness, slope aspect and gradient 

angles 

The computations of the One-Way ANOVA for the 

geological modelling are shown on the Table 3 to performed 

to compare means of the seven geological samples. The 

graphical results of the drop line chart visualization, one of 

the experimental statistical methods, can be used to 

determine pairs of the factors that should be analysed 

comparatively. Two tectonic plates that cross the study area, 

Philippine Sea Plate and Sunda Plate, influence the 

geomorphology of the Philippines by the slab collision. The 

characteristics of the data distribution by two plates, 

respectively, can be used for the analysis of the spread of the 

tectonic plates in the study area. Thus, Figure 7 illustrates the 

maximal samples located on the Philippine Sea plate for the 

profiles 21, 22 and 23 (765, 681 and 652 samples, 

respectively), that is south-west location of the Philippines. 

Sunda Plate, a minor tectonic plate located mostly in the 

South-China Sea, has significantly lesser influence on the 

Philippine Trench bathymetry comparing to the Philippine 

Sea Plate. Thus, it shows much lesser observation samples 

with the maximal records for the profile 25 (622 samples). 

The hierarchical dendrogram clustering of the 

bathymetry by three approaches shown maximal correlation 

of 5 clusters containing profile groups across the Philippines: 

12-18 (centre), 22-25 (south-west), 1-2 (north), 7-8 (north-

east), 19-21 (south-west). Other profiles show lesser 

similarities in the bathymetric patterns. Grouping 

bathymetric data by classes using hierarchical clustering 

(Figure 8) aimed at building agglomerative hierarchy of the 

bathymetric ranges divided by clusters according to the 

similarities in depths or topographic elevations for the 

segments located on the land areas (Philippine islands).  

By comparing three types of the clustering, Ward, 

Average Linkage (Figure 8) and Centroid Linkage (Figure 9) 

for several cluster cases of the 25 profiles (Figure 10), the 

Ward approach demonstrates the most effective results of 

clustering approach dividing the data set into distinct three 

groups that are in turn subdivided into small groups of the 

profiles. The first class comprises profiles 1-2, 10, 16-17, 19-

25 with similarities in the elevation ranges. The majority of 

the profiles of this class are located in the southern part of the 

tench (starting from 16th to 25th), and two profiles belongs 

to the northern part of the trench. The second class includes 

profiles 3-4, 9, 11-12, 15 and 18, mostly located in the 

central part of the crossing Philippine Trench. Finally, the 

third class includes the group of profiles 5-8 (north-eastern 

part of the area) and profiles 13-14 located in the central part 

of the trench. The division of the profiles is performed by the 

topographic similarity of the depth values, both in the 

absolute values and in their repeatability showing character 

of the geomorphic patterns.  
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Fig. 12. Forecasting data modelling for the geospatial 

parameters: B) Residuals for the autocorrelation (ACF) and 

partial autocorrelation (PACF) 

Final part of the research included forecasting models 

computed for the geospatial variables showing gradual 

increase in the gradient angles (in tangent) by 25 profiles in 

the southward direction and increased values for the 

sediment thickness for the profiles 1-4 (north). The 

computational part of this methodology is shown on the 

Table 5 (Statistical computations), Table 6 (Model fit) and 

Table 7 (Model fit: Percentile), respectively.  

The forecasting data modelling shows following 

geospatial parameters: sediment thickness, slope aspect and 

gradient angles (Figure 11), residuals for the autocorrelation 

(ACF) and partial autocorrelation (PACF) (Figure 12). The 

autocorrelation of a geological parameters as a function of 

delay in the observation samples across the data samples 

(profiles 1:25). It shows similarity between the geologic 

observations as a function of the spatial lag between the 

samples in a range from 1 to 25 (Figure 12).  

Table 6. Model fit 

Fit 

Statistics 
Mean SE Min Max 

Stationary 

R-squared 
.483 .290 .251 .808 

R-squared .249 .179 .048 .390 

RMSE 196.836 271.913 .444 507.186 

MAPE 58.569 45.000 30.448 110.470 

MaxAPE 278.281 264.341 106.147 582.646 

MAE 120.275 151.231 .309 290.153 

MaxAE 717.296 1095.299 1.021 1978.148 

Normalize

d BIC 
6.771 7.292 -1.365 12.715 

 

In this way it is aimed to show repeating patterns and 

frequency in the geospatial observations of three types: 

sediment thickness layer, slope aspect, gradient angle degree.  

Table 7. Model fit: Percentile 

5 10 25 50 75 90 95 

.251 .251 .251 .390 .808 .808 .808 

.048 .048 .048 .307 .390 .390 .390 

.444 .444 .444 82.878 507.18

6  
507.18

6  
507.18

6  

30.448 30.448 30.448 34.790 110.47

0  
110.47

0  
110.47

0  

106.14

7 
106.14

7 
106.14

7 
146.05

0 
582.64

6  
582.64

6  
582.64

6  

.309 .309 .309 70.363 290.15

3  
290.15

3  
290.15

3  

1.021 1.021 1.021 172.72

0 
1978.1

48  
1978.1

48  
1978.1

48  

 

General correlation between the sediment thickness and 

the slope gradient can be explained by the geomorphic 

properties of the hadal trench affecting the patterns of the 

sediment accumulation. Instability can be noticed by the 

profiles 1-4 where the correlation is not direct due to the 

geospatial location (crossing Philippine archipelago), 

followed by the stable pattern for the rest of the profiles. The 

increase in the sediment noticed for the profiles 1-4 shows 

the Philippine archipelago. The computations are presented 

on the Table 4. 

Fig. 13. Graphical User Interface of the project in IBM 

SPSS Statistics 

5. Conclusion 

The presented results show variations in the geomorphic, 

bathymetric and geological settings of the Philippine 

archipelago. The computations, modelling and visualization 

of the data was performed by the SPSS IBM Statistics 

software. Methodologically, the research demonstrated high 

effectiveness of the SPSS application towards the geological 

data modelling. Demonstrated multi-functional approach for 

the data processing is one of the defining tools in the 

geological data assessment. Compared to other tools, 

programs and methods, e.g. statistical libraries of R or 

Python programming languages, the SPSS IBM Statistics 

demonstrated more straightforwardness due to the GUI 

(graphical user interface), Figure 13. However, compared to 

the popular and widely used MS Excel, the SPSS IBM 

Statistics proposes much more functionalities for the 

advanced statistical modelling.  
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Fig. 14. Schematic methodological flowchart of the 

current research 

Various statistical approaches have been tested to 

quantify the geological differences of the Philippine 

archipelago, as well as trends and variability in its 

bathymetric patterns and correlation between the geomorphic 

landforms and geological features (layers of slope aspect and 

sediment thickness). The use of different modelling 

algorithms, as well as the choice of the variables within the 

dataset to be modelled and used for numerical simulations 

can are important in the geological investigations [27], [28], 

[29]. Therefore, selecting statistical algorithms for the data 

processing is of high importance. The schematic research 

flowchart used in this research includes thematic clusters, 

such as geology, tectonics, geomorphology of the study area, 

as well as methodological approaches (GIS and statistical 

analysis), Figure 14. 

This research is focused on the application of the 

existing tools, approaches and statistical modelling 

algorithms provided by IBM SPSS Statistics software 

towards geological modelling. Finding revealed how well 

tested variables (geomorphology, lithology, bathymetry) 

agree upon the geomorphic variations within the selected 

study area of the Philippines. The study furthermore 

demonstrated spatial variability of the geomorphology of the 

Philippine trench and adjusting archipelago. The consistent 

combination in various statistical metrics of the SPSS IBM 

Statistics shown a multi-factor analysis of the study area 

from different approaches (Figure 14): 1) bathymetry 

(assessment of variations in depth and elevations); 2) 

geology (assessment of various geologic classes of the 

Philippine islands); 3) geomorphology (assessment of the 

slope degree); 4) sedimentation (assessment of the variation 

in sediment thickness layer); 4) geometric variations of the 

hadal trench (assessment of the slope degree and aspect); 5) 

lithology (assessment of the properties and origin of the 

rocks); 6) tectonics (assessment of the distribution of the 

observation samples across two tectonic plates: Sunda Plate 

and the Philippine Sea Plate). All tested modelling and 

classification approaches performed by the SPSS on the data 

set and observation samples proved spatial variability in the 

geologic and geomorphic structure of the Philippine 

archipelago and hadal trench.  
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Section titles should be written in bold style while sub 
section titles are italic. 

6. Figures and Tables 

6.1. Figure Properties 

All illustrations must be supplied at the correct 
resolution: 

 Black and white and colour photos - 300 dpi 

 Graphs, drawings, etc - 800 dpi preferred; 600 dpi 
minimum 
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as Fig.1., Fig.2a and so on. Figures are cited as “Fig.1” in 
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Figures and tables should be located at the top or bottom 
side of paper as done in accepted article format. Table 
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captions; for example, “Table 1. Appearance styles.”. Tables 
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8. Conclusion 
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contribution of the article to literature. Authors may also 
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