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Abstract
The discussion of ‘‘can machines think?’’ which started with the invention of the modern computer, brought along the

question of ‘‘can machines design?’’ by researchers in the design field. These developments in information technologies

have also affected the architecture. Artificial intelligence applications are encountered in many areas such as pricing

estimation, energy conservation security systems of buildings, ventilation systems, user-oriented interactive design solu-

tions, computer-aided programs used in the plan production phase and design process. When the literature on artificial

intelligence applications in the architecture is reviewed, it can be seen that it generally includes shape grammars, graph

theory, decision trees, constraint-based models, machine learning methods, RNN (Recursive Neural Networks), CNN

(Convolutional Neural Network) and GAN (Generative Adversarial Network) algorithms. In this study, the use of artificial

intelligence algorithms in architecture was examined, and an example was designed to determine the architectural

structures of different periods by using CNN (Convolutional Neural Network). In the study, the open source TensorFlow

library developed by Google and the Python programming language were used. Employing a statistical approach and

utilizing convolutional neural networks (CNNs), a study has successfully classified the current flow patterns of buildings

based on datasets comprising facades of Gothic, Modern, and Deconstructivist architectural styles. The findings demon-

strate the efficacy of CNNs in accurately distinguishing the intricate details of diverse architectural styles. Recognizing

elements from different periods using the CNN algorithm can examine not only individual buildings but also the rela-

tionship of buildings with their environments. It can also gain an important place in the field of conservation of the

architectural discipline. The historical processes, aesthetic features and changes of protected buildings can be learned with

the CNN algorithm and can guide restoration decisions. As a result of the study, the employed CNN-based model can

correctly classify structures with 84.66% accuracy rate.
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1 Introduction

The concept of artificial intelligence emerged while seek-

ing an answer to the question ‘‘can computers think?’’ and

started to develop after the 1950s. Artificial intelligence

can be briefly explained as making the intellectual activi-

ties performed by humans autonomous [1]. Tracing the

seminal advancements in the field of artificial intelligence,

one cannot overlook the groundbreaking article titled

‘‘Computing Machinery and Intelligence’’ by Alan Turing,

published in 1950. This seminal work marked the inception

of a pivotal discourse on the question of machine sentience.

With the Turing Test that mentioned in the article, he could
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manage to distinguish whether a machine is intelligent or

not as a result of the interaction of the machine with the

human. If a user cannot distinguish whether the machine

they interact with is a human or a machine, the machine

encountered as intelligent [2]. In 1956, John McCarthy, the

father of artificial intelligence, organized the ‘‘Dartmouth

Conference’’ on this subject [3]. In 1959, Arthur Samuel

made a checkers game that could work on the computer,

learns from its own mistakes and improve itself [4]. In

1989, Yann LeCun developed a system that recognizes

handwritten numbers using convolutional neural networks.

This system, called LeNet, enabled the US postal service to

automatically read postal codes from envelopes [5]. In

2006, Geoffrey Hinton seminal work introduced the con-

cept of deep learning, providing a comprehensive frame-

work for understanding the capabilities and potential of

multi-layered neural networks [6].

Machine learning, a sub-branch of artificial intelligence

has been defined by Arthur Samuel as giving the computers

the ability to learn [4]. Machine learning is the process of

imparting information to a machine. Large amounts of data

are required for machine learning algorithms to perform

train and test phases. The algoirthm is taught through

training examples and then used to draw valid conclusions

for new data. After training, test cases are used to validate

the model. There are two types of machine learning

methodologies: supervised and unsupervised learning. The

process in which an auditor supervises the learning process

is known as supervised learning. Neural networks, decision

trees, Bayesian networks, support vector machines, iden-

tification distributions, k-nearest neighbors, hidden Markov

models, and other supervised learning approaches are

supervised learning alghoritms [7]. Machines, which learn

the relationship between the inputs and outputs of events

by examples, make decisions or solve problems by inter-

preting similar events with the help of the learned infor-

mation [8]. As can also be seen in Fig. 1, deep learning,

which is a sub-branch of machine learning, obtains more

useful displays while processing data in successive layers.

Deep learning models consist of tens or even hundreds of

layers. However, machine learning algorithms are shal-

lower which usually consist of one or two layers [1].

Deep learning studies have become a research topic in

many disciplines. Figure 2 shows the images obtained

using convolutional neural networks, which is a method of

deep learning. In the study, Van Gogh’s painting style was

transferred to photographs [9].

Convolutional neural networks are neural networks

which process data with grid-like topology. A ‘‘convolu-

tional neural network’’ uses mathematical operations called

convolution [5] instead of matrix multiplication in at least

one of their layers [10]. Thanks to its success in learning,

convolutional neural networks are quite common in clas-

sification problems. In the mango classification problem

conducted in 2020, the model trained with a dataset of

1200 images, provided 100% accuracy [11]. The model

with a data set of 15,000 images used to distinguish 15

different handwritten Chinese numbers in 2021 achieved

97% success [12]. Extensive research in the field of deep

learning has demonstrated that convolutional neural net-

works (CNNs) outperform other deep learning architec-

tures in terms of speed and accuracy for object

classification and detection tasks. Consequently, CNNs

were chosen as the preferred methodology for the appli-

cation phase [13]. Additionaly CNNs contain many layers

and parameters. Notably, CNNs exhibit remarkable effi-

ciency in achieving high performance even with a reduced

set of parameters and limited training data.

When the model is integrated into the production envi-

ronment, there may be a risk of overfitting or underfitting,

but there is also the possibility that the model will perform

successfully. The responsibility of the developer is to

constantly monitor the model predictions and compare

these with actual results. If data quality is poor, the model

may exhibit overfitting or underfitting [14]. In this context,

the study carried out an example design using CNN-based

application in order to accurately reveal the details of

different periods in architectural structures. However, the

responsibility for continuous monitoring and evaluation of

the maintenance of the model falls on the developer. If the

model performs overfitting or underfitting, it is possible for

it to be retrained by the developer, which will subject the

model to extensive checks on its maintenance, including its

training and testing.

To summarize, the objectives of this study are:

• Recognizing Architectural Structures: The study

focuses on recognizing architectural structures from

different architectural periods using CNN algorithms.

• Examining the Effectiveness of Algorithms: To assess

the efficacy of the proposed algorithm, developed

utilizing the open-source TensorFlow library created

by Google and the Python programming language, in

classifying architectural structures.
Fig. 1 The relationship between artificial intelligence, machine

learning and deep learning
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• Examining Potential of Artificial Intelligence Applica-

tions: This study aims to reveal the potential of artificial

intelligence applications in architectural design and

conservation processes.

2 Literature review of machine learning
and deep learning in architecture

The developments in artificial intelligence have also

affected the architecture discipline. These developments

can cause to using artificial intelligence-based models in

areas such as design, construction and management. Arti-

ficial intelligence technologies are encountered in many

areas such as pricing estimation, energy conservation

security systems of buildings, ventilation systems, user-

oriented interactive design solutions, computer-aided pro-

grams used in the design process. When the studies with

artificial intelligence in architecture are examined, it is

observed that AI-based approches mostly used in interac-

tive facade designing to protect energy efficiency such as

natural ventilation and lighting, and is also used in archi-

tectural plan production. Ruiz-Montiel et al. [15] aimed to

develop an algorithm for plan design by using artificial

neural networks. In the study, by using the penalty-reward

method, error values were reduced and the production of

plans suitable for construction was observed Yıldız and

Aktaş analysed environmental data of a building and pro-

posed a façade model with fuzzy logic algorithm, and

applied the results to design process [16]. Imdat et al.

aimed to determine spatial relationships in floor plans by

using GAN (Generative Adversarial Networks) and

developed a model to determine the relationships between

the spaces in 15 villa plans [17]. Figure 3 shows the graphs

created using the GAN algorithm.

Huang and Zheng carried out floor plan design with

GAN (Generative Adversarial Networks) [18]. Kayış [19]

generated data with Autodesk Revit and Dynamo programs

produced a site plan using Convolutional Neural Networks.

As a result of the study, it was seen that it is possible to

establish models that provide appropriate answers to the

design problem with artificial neural networks. Figure 4

includes randomly selected examples from the plot data set

consisting of 168,000 images expressing sample environ-

mental data.

Newton also used GANs and a data set containing 1000

images. The results of [20] can be seen in Fig. 5.

Employing a deep convolutional neural network,

Yoshimura et al. [21] successfully classified the architec-

tural works of 34 distinct architects with an accuracy of

73%. Figure 6 shows the result of classification of Porto

Architecture School by Alvaro Siza.

Uzun [22] examined plan production using the GAN

algorithm. As a result of the study, it was seen that plan

scheme production was carried out formally, not func-

tional. The application of artificial neural networks in

facade design has mostly congregated around facade gen-

eration and classification. Yu et al. investigated the use of

GANs for facade design [23].

Fig. 2 Photographing Van

Gogh’s style [9]
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Table 1 summarizes the past studies that have used

artificial intelligence methods in architectural facade

design and facade classification. As can be seen from the

table, which summarizes the studies mentioned above

chronologically, there is a wide range of research that can

be done in the field of architecture and artificial

intelligence.

It can be seen that studies conducted in recent years

have been focusing on deep learning algorithms such as

GANs and ANNs. This indicates how superior these

methods are to other algorithms in the development of both

design and prediction models. With the complexity of

models and the expansion of data sets, it is clear that the

use of artificial intelligence in the field of architecture will

become widespread.

The literature examined in the articles shows that the

CNN algorithm is successful, especially in architectural

facade classification. The following examples are just a few

that support this success.

Llamas et al. aims to classify 10 different architectural

elements using the object recognition method on various

structures of the architectural heritage, especially churches

and religious temples. The study, conducted on a dataset

created from 10,235 images, was tested with CNN archi-

tectures at different pixel sizes, and the best result was

obtained in the ResNet network with an average prediction

accuracy of 0.93. This study aims to provide infrastructure

for future studies and to show that object recognition

methods are effective in classifying architectural elements

by creating the ’Architectural Heritage Elements Dataset’,

an open source dataset that can be used to classify archi-

tectural elements [24]. Kong and Fan [25] aims to process

of separating facades in particular is a fundamental step

Fig. 3 Subgraphs created

through GAN [17]

Fig. 4 Randomly selected examples from the plot dataset consisting

of 168,000 images expressing sample environmental data [19]

Fig. 5 Facade design created by

David Newton [20] from the

gothic data set using contentious

generative networks

Neural Computing and Applications

123



before creating 3D digital or virtual city models. By

addressing the limitations of traditional information-based

methods and pixel-based decomposition methods that work

with less information, a large street level dataset for gen-

eral scenes was created and a new method combining

pixel-based decomposition with global object detection

was proposed. This method achieved high accuracy and

success on both the classical ECP2011 dataset and the new

street level dataset, indicating that the proposed method is

effective. Dönmez [26] aims to develop a deep learning-

based object detection algorithm that determines the style

and period characteristics of traditional Konya houses. This

algorithm aims to contribute to the preservation of cultural

riches by providing a fast, error-free and effective tool in

the process of preserving architectural heritage and trans-

ferring it to future generations. In addition, being the first

application in the literature, it is important to provide

important guidance to decision makers regarding the pro-

tection of architectural heritage and to form a basis for

similar studies in the future. This study is expected to offer

a new perspective on the sustainability and preservation of

traditional architectural heritage. Shon et al. [27] aim to use

a deep learning model to identify and classify the external

elements of Hanok buildings, which are traditional Korean

architecture. Recording the facades of Hanok buildings in

detail with drawings or image information is laborious and

costly. Therefore, this study proposes deep learning to

identify the form elements that make up the Hanok façade.

The study created 2808 Hanok façade images using 3D

modeling and image processing. The MASK R-CNN

model classified various elements in these images. Ele-

ments such as roof type, windows, lower part of the

external wall, and design were determined with high

accuracy Shon et al. [28] aim is to describe and document

the facade elements of traditional Hanok architecture in

Seoul, South Korea. Hanok has a particularly high con-

centration in the Bukchon district in Seoul, highlighting the

need to preserve the social, cultural, historical, artistic and

natural values of this architectural style. The study pro-

poses to identify the form elements that make up the Hanok

façade using deep learning methods, through three-di-

mensional modeling of 405 well-preserved Hanok facades.

In this context, 2808 image data were obtained and a

methodology was developed to identify facade elements

using the MASK R-CNN model on this data set. The

methodology was used to determine with high accuracy the

shape elements of the Hanok façade, such as the roof type,

windows, the lower part of the external wall and the design.

This approach makes an important contribution to facili-

tating digital transformation in situations where recording

with traditional drawing or image information can be time-

consuming and costly.

Table 2 summarizes the past studies that have used CNN

methods in architectural facade design and facade classi-

fication. As can be seen from the table, which summarizes

the studies mentioned above chronologically, the accuracy

rate of the facade classification with the CNN algorithm is

high.

3 Material–method

3.1 Dataset

The study employed the convolutional neural network

(CNN) algorithm, a deep learning technique, to effectively

analyze images. For this purpose, data sets with architec-

tural facades for 3 different historical periods (Gothic,

Modern and Deconstructivist) were used. The dataset for

this study was collected from Google Images. Google

Images is a platform that offers a large repository of visual

data on a variety of topics. Images obtained from Google

Images in creating the data set; facades with Gothic,

Modern and Deconstructivist architecture has been

Fig. 6 Alvaro Siza’s Porto

school of architecture (a) and

the classification predictions

(b) [21]
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selected. The data set of 1043 images is divided into three

as training, test and validation. The train data set with 835

images used to model to learn the relationship between

inputs (images) and outputs (architectural styles). 80% of

the data set is reserved for the training set and 10% for the

validation set and 10% for the test set. The validation set

used to tune the model to be trained more unbiased. And

finally, the performance of the model evaluated as the

results for the test set which contains data the model had

not encountered in training and validation phases.

The samples from dataset can be seen in Fig. 7. The

architectural styles examined in this study represent three

historical eras. Gothic architecture, prevalent from the mid

to late middle ages, is characterized by rib vaults, pointed

arches, and flying buttresses [29]. Modern architecture

emerged amidst the technological, social, and cultural

transformations spurred by the Industrial Revolution,

Table 1 Studies using artificial intelligence-based methods in the field of architecture

Title Authors Year Methods Description

Design with shape grammars and reinforcement

learning

Ruiz-Montiel

et al.

2012 Shape gramers A project aimed at creating two-dimensional

layout plans of single-family housing units was

developed

Decision making in the architectural design

process: fuzzy logic based facade model

proposal

Yıldız and

Aktaş

2017 Fuzzy logic The aim of this study is to use support systems to

facilitate designers’ choice among alternatives

in the architectural design process and to guide

and manage the design process by using a

fuzzy logic-based mathematical approach in

the proposed facade model

Artificial intelligence in architecture: generating

conceptual design via deep learning

Imdat As,

Siddhart Pal

and

Prithwish

Basu

2018 GAN

(generative

adversarial

networks)

A deep learning method approach that uses

graphics to create conceptual designs is

presented

Architectural drawings recognition and

generation through machine learning

Huang and

Zheng

2018 GAN

(generative

adversarial

networks)

Recognizing and creating architectural drawings

in the study, marking rooms with different

colors and then housing plans were generated

through two convolutional neural networks

Artificial intelligence in architectural design: the

use of convolutional neural networks in site

plan design

Mustafa

Kemal Kayış
2019 ANN (artificial

neural

networks)

The aim of the study is to answer the question of

how artificial neural networks can be used in

architectural design by producing synthetic

data to develop a site plan compatible with

environmental data and by developing a

classification model using convolutional

artificial neural networks

Generative deep learning in architectural design David Newton 2019 GAN

(generative

adversarial

networks)

The aim of this study is to examine the

applications of generative adversarial networks

(GANs) technologies in architectural design

and to investigate their use in selected

architectural design tasks, such as the creation

and analysis of 2D and 3D designs from

specific architectural styles

Deep learning architect: classification for

architectural design through the eye of artificial

intelligence

Yoshimura

et al.

2019 DCNN (deep

convolutional

neural

network)

This study applies the latest techniques in the

fields of deep learning and computer vision to

find visual differences between the designs of

different architectures

GAN as a generative architectural plan layout

tool: a case study for training DCGAN with

palladian plans, and evaluation of DCGAN

outputs

Can Uzun 2020 GAN

(generative

adversarial

networks)

The aim of this study is to automatically generate

Andrea Palladio’s architectural plan diagrams

using generative adversarial networks (GAN)

and to evaluate GAN’s plan drawing

production as a generative plan editing tool

Architectural facade recognition and generation

through generative adversarial networks

Yu et al. 2020 GAN

(generative

adversarial

networks)

This study enables the recognition and creation

of the building facade
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Table 2 Facade classifications accomplished using CNN algorithms

Study title Authors Year Methods Dataset Success rate

Classification of architectural heritage images

using deep learning techniques

Llamas et al. 2017 CNN and

deep

learning

AHE dataset 93%

Enhanced facade parsing for street-level images

using convolutional neural networks

Gefei Kong and

Hongchao Fan

2020 CNN and

deep

learning

EPC2011 98.2%

A Deep learning based facade analysis method

for detection of periodic differences in

housings: the case of Konya

Mustafa Alper

DÖNMEZ

2021 CNN and

deep

learning

Traditional houses from the

nineteenth and twentieth

centuries in Konya

93–100%

Identification and extracting method of exterior

building information on 3D map

Donghwa Shon,

Byeongjoon Noh

and Nahyang Byun

2022 R-CNN and

deep

learning

Exterior building information 93%

(façade),

91%

(window)

Identification of facade elements of traditional

areas in Seoul, South Korea

Donghwa Shon

Giyoung Byun

Soyoung Choi

2023 Mask

R-CNN

and deep

learning

Hanok buildings image

dataset

Unspecified

Fig. 7 Sample images from

dataset
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offering straightforward and functional solutions [30].

Conversely, deconstructivist architecture arose from a

thought process that deconstructs and reassembles ele-

ments, disrupting pure forms, fracturing them, and imbuing

them with novel meanings [31]. Deconstructivist archi-

tecture, on the other hand, manifests as a mode of thinking

that dismantles and reassembles elements, disrupting pure

forms, dividing them into pieces, and assigning new

meanings [31]. The distinguishing features of Gothic,

modern, and deconstructivist architecture is provided in

Table 3.

Deep learning models require large amounts of data.

This is very important for the healthier training of the

model, the better performance of the model, and the pre-

vention of the overfitting problem of the model. In cases

where data is limited, data augmentation is used to solve

the problems mentioned above [32]. In this study, a total of

9 data were obtained from a structure using the data aug-

mentation method (Fig. 8).

3.2 Method

The literature shows that, algorithms such as decision trees,

k-nearest neighbors, random forests, logistic regression,

and convolutional neural networks can be used for classi-

fication problems [33, 34]. CNN algorithms generally show

to outperform traditional machine learning algorithms on

image processing, pattern recognition, and classification

tasks with higher accuracy and faster predictions [35, 36].

For example, The CNN-based system used to identify

diseases in mango leaves reached a high accuracy rate of

95.2%, while the fuzzy logic algorithm achieved an accu-

racy rate of 93.5% [37]. LeNet network, developed by

Yann LeCun in 1998, is the first successful model among

convolutional neural networks [38].This network was cre-

ated with MNIST to identify postal numbers and digits on

bank checks.

Convolutional neural networks consist of many layers

and parameters. One of the most important advantages of

convolutional neural networks is that they can be used with

less parameters and training. It is generally preferred in

object recognition, image analysis and natural language

processing studies [39]. Convolutional neural networks

consist of convolution, jointing and full connection layers

as shown in Fig. 9. The convolution layer is the basis of

CNNs. A new matrix is formed when a filter determined in

the convolution layer is circulated over the data [40]. Since

the selected filter affects the performance of the model and

the training process, an ideal filter with optimum results

should be preferred [41]. The pooling layer reduces the

input size for the interaction layer that comes after it. The

reduction in size as a result of the pooling layer causes

information loss but also less computational burden in the

next layers. The reduction of the data size is realized by the

filtering process [42]. Finally, the fully connected layer

unites the neurons in the previous layer into a single line

[43].

In this study, CNNs with convolutions and fully con-

nected layers with filter sized of 5 9 5 used. Softmax

activation function was applied to the output layer. The

code employed for the study had inspired and based on the

LeNet study. A simplified version of the model can be seen

in Fig. 10.

Table 3 Characteristics of

gothic, modern and

deconstructivist architecture

Gothic arhcitecture Modern arhcitecture Deconstructivist arhcitecture

Vertical lines, spikes Horizontal and vertical lines Curvature, distortion, indistinct lines

Ornament Simplicity, planeless Causelessness

Additive Integrity Fragmentation

Imperfection Uniformity, sameness Imperfaction

Historicity Opposition to history Undated

Locality Universality Illıcality

Fig. 8 Images resulting from data augmentation
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4 Experimental results

In this study, each image is a 180 9 180 9 1 matrix. These

matrices composing the input data are subjected to multi-

plication by randomly initialized weights. The model is

iteratively trained to optimize the weight values. The

learning process takes place as a result of this training [12].

The details of the model developed for this study is shown

in Fig. 11.

While designing a model in deep learning studies, the

algorithms or techniques used are as important as the data.

In this respect, some parameters such as the number of

training rounds, the size of the data, and the activation

function, which the designers need to decide, emerge. The

repeated process to find the appropriate values of the

weights to be used in the model is called ‘‘epoch’’.

The high numbers of epoch can cause the model to

memorize the data but to learn it. The low numbers of

epoch the harder the model find the optimum weights. In

this study, the model was trained for 150 epochs, but the

training process was terminated at the 40th epoch to pre-

vent overfitting. In testing, the model successfully classi-

fied three architectural styles, Gothic, Modern and

Deconstructivist. While 84.66% accuracy was achieved in

the training phase of the model, 70.97% accuracy was

achieved in the validation phase. At the same time, the

training loss was determined as 0.3810 and the validation

loss was 0.5266.

There are 3 convolution layers in the model. These

layers consist of 32, 64 and 128 of 3 9 3 filters. After the

convolution layer, the Rectified Linear Unit ‘‘ReLu’’ acti-

vation function (1) is used. The ReLu activation function is

especially preferred when the network is deep and the

processing loads are high [12]. Softmax activation

Fig. 9 Convolutional neural

network structure [44]

Input Layer

Convolu�onal Layer (Conv2D) 
and Pooling (MaxPooling2D)

Convolu�onal Layer and 
Dropout

Convolu�onal Layer and 
Pooling Layer

Fla�en and Fully Connected 
(Dense) Layers

Fully Connected Layer and 
Dropout

Fully Connected Output Layer

Fig. 10 Structure of CNN model developed for the study

Fig. 11 Model used in the study
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Fig. 12 Training and validation metrics

Fig. 13 Results for three different structures

Neural Computing and Applications

123



function, which is preferred in multiple classification

problems, is used after jointing and fully connected layers.

Softmax activation function ensures that the given facade

image is placed in the most appropriate place among the 3

groups of architectural styles.

y ¼ Activation
X

W � xþ bð Þ
� �

ð1Þ

Upon completion of the training phase, the model was

employed to classify architectural styles from a previously

unseen dataset. The training and validation metrics are

presented in Fig. 12.

The successful classification of images belonging to 3

architectural styles, as demonstrated in Fig. 13, affirms the

efficacy of the CNN algorithm employed in this study. The

model can accurately identify the style of the facade,

whether Gothic, Modern, or Deconstructivist in test phase

with 84.66% accuracy.

5 Discussions and future scope

Artificial intelligence models trained with convolutional

neural networks (CNN) can recognize architectural ele-

ments in an architectural product. The pervasive adoption

of CNNs in the future is anticipated to empower architects

in the decision-making process and in evaluating these

decisions with feedback. This enhanced control over the

architectural language, cultivated through the intricate and

multi-layered decision-making and selection processes

inherent in architectural design and production, will

undoubtedly revolutionize architectural practice. In the

future, architecture discipline and CNNs studies and

research will play an important role in the development of

architectural product as a single object. It is also thought

that CNNs have the potential to support the research pro-

cess of the context of the architectural product and its

relationship with the built environment, which the disci-

pline of architecture has to evaluate as open-ended, and it

will also help in the analysis and decision processes of

some situations and complex urban problems.

In addition, it can be deduced that convolutional neural

networks (CNN) can make important contributions to the

field of conservation, since they can identify and distin-

guish the elements found in architectural products from

different periods. The changes, aesthetic features, value

and elements of an architectural product, which has been

decided to be protected, in the historical process of the

building before starting the restoration work, will be able to

be determined with the help of CNN by getting support in

identifying and distinguishing the elements. These studies,

which will be carried out together with the surveying

studies, may facilitate the analysis of the structures and the

acquisition of basic information that will guide the

restoration strategies. In case of incomplete information

about the structure under consideration, CNN algorithms

trained with architectural elements can be used to evaluate

the structure, to understand the real value of the structure

and to make decisions for the studies to be done in this

direction.

6 Conclusions

Artificial intelligence applications accelerated with new

developments in information technologies and started to be

used in various disciplines. Applications such as pricing

estimation, energy conservation of buildings, security

systems, ventilation systems, user-oriented interaction

design solutions, plan and facade production and classifi-

cation, use of computer-aided programs can be given as

examples of the use of artificial intelligence in architecture.

When the literature is scanned, it is seen that the algorithms

used in architecture focus on shape grammars, graph the-

ory, decision trees, constraint-based models, machine

learning methods, RNNs (Recursive Neural Networks),

CNNs (Convolutional Neural Networks) and GANs (Gen-

erative Adversarial Networks). With these algorithms,

studies have been carried out on subjects such as plan and

facade production and classification. Upon examination of

relevant studies, it becomes evident that machines, when

provided with predetermined parameters and accurate data,

can effectively identify basic architectural layouts, conduct

mass studies, and provide accurate classifications. Per-

forming image recognition using convolutional neural

networks (CNN) has become popular with the develop-

ments in artificial intelligence. In this study, a model has

trained with datasets containing facades of gothic, modern

and deconstructivist architecture, and then had asked to

guess the style of a building façade it had never encoun-

tered on training phase. The entire data set is divided into

three as training set, validation set and test set. 80% of the

data set is reserved for the training set and 10% for the

validation set and 10% for the test set. A total of 1043 data

were used in the study, 835 of which were determined as

training, 104 as validation, and 104 as testing. Open source

TensorFlow library and Python programming language

provided by Google had used for continuous monitoring

and updating of our model. To track the model, it’s

obtained results by combining data pieces containing the

facades of architectural buildings from each period. Our

results show that the model can accurately classify differ-

ent architectural styles. The study provides a promising

method for future studies by achieving 84.66% training

accuracy and 70.97% validation accuracy with the convo-

lutional neural network model developed for the problem
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of recognizing architectural styles. In addition, early stop-

ping was used in the 40th epoch to prevent overfitting,

which increased the generalization ability of the model.

Thanks to a CNN-based model, those from different peri-

ods can examine not only individual buildings but also

features in relation to their surroundings. Additionally, the

discipline can gain an important place in architectural

conservation field. Sizes of protected particles, aesthetic

properties, and changes in CNN opening can be learned

and guide repair decisions. With this study, it has been seen

that besides the classification of machines, the infrastruc-

ture can be prepared for research on the creation of

architectural style and language. The advancement of this

methodology has opened up new avenues for mobile and

computer applications, enabling a faster and more user-

friendly experience by incorporating period and trend

analyses derived from cultural and architectural heritage.
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41. Cireşan DC, Meier U, Masci J, Gambardella LM, Schmidhuber J

(2011) Flexible, high performance convolutional neural networks

for image classification. IJCAI Proc-Int Joint Conf on Art Intell

22:1237–1242. https://doi.org/10.5591/978-1-57735-516-8/

IJCAI11-210

42. Tan Z (2019) Vehicle classification with deep learning (Master’s

thesis, Fırat University)
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