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ABSTRACT
Artificial Intelligence (AI) and Software Engineering are considered as significant fields to solve 
various problems. However, there are weaknesses in certain problem-solving in each field. Thus, 
this paper is a broad-based review of using artificial intelligence (AI) to improve software engineer-
ing (SE), and vice versa. As well as it intends to review the techniques developed in artificial 
intelligence from the standpoint of their application in software engineering. The aim of this review 
is highlighted in how the previous study benefited from incorporating the advantages of both 
fields. The researchers and practitioners on AI and SE belong to a wide range of audiences from the 
domains of optimization, engineering, data mining, clustering, etc., who will benefit from this study 
and areas for potential future research.
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1. Introduction

Artificial intelligence (AI) is the capability of the digital 
computer to perform tasks in ways that are smarter 
than human ability (Shahkarami et al. 2014). It has two 
types based on performance strength. (i) Narrow AI 
which handles the subgroups of a possible scenario. 
All these subgroups are used to build strong AI 
(Yampolskiy and Spellchecker 2016). For example, in 
chess, all rules are entered manually, and the machine 
begins using these rules depending on the situation. 
Meanwhile, (ii) strong AI is used in complex systems 
where human intervention is not required, and the 
machine can think and execute tasks singlehandedly 
(Stewart 2015).

Meanwhile, software engineering (SE) consists of 
two expressions. Software refers to programs that 
include instructions to supply the required function-
ality, and engineering refers to the operations of the 
design and construction to determine the cost of 
efficient solutions. Thus, the definition of SE is 
a systematic approach for the design, development, 
implementation, and maintenance of a software sys-
tem (Winter, Forshaw, and Ferrario 2018).

This paper aims to provide unusual guidelines to 
work with AI systems that can be used in determining 

problems incorporated with SE methods. Another 
objective is to obtain the specific AI methods suitable 
for producing appropriate software improvement 
processes (Shankari and Thirumalaiselvi 2014).

This review is organized as follows: Section 2 and 3 
illustrate an overview of the Artificial Intelligence and 
Software Engineering, respectively. The publication 
growth, benefits, and related works of Artificial 
Intelligence and Software Engineering are shown in 
Section 4. Section 5 presents the discussion. Finally, 
Section 6 draws some concluding remarks and out-
lines several future research lines of interest.

2. Artificial intelligence

The Dartmouth conference in 1956 was the birthplace 
of AI (Hamet and Tremblay 2017). Various definitions 
of AI exist but all of them include the same purpose. 
Winston and Prendergast (1984) mentioned that AI is 
”the study of the computations that make it possible 
to perceive, reason, and act”. According to Kurzweil 
et al. (1990), AI is ”the art of creating machines that 
perform functions that require intelligence when per-
formed by people”. AI differs from most of psychology 
because of its emphasis on computation and it differs 
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from most of computer science because of its empha-
sis on perception, reasoning, and action according to 
Abualigah et al. (2019).

AI applications are used to simulate human intel-
ligence for providing help in problem solving and 
decision making. AI has been applied and is still 
utilized in various fields, such as economics, engi-
neering, law, economics, medicine, and manufac-
turing (Shehab, Khader, and Al-Betar 2017). Figure 
1 shows an overview of the fields, methods, and 
techniques of AI. AI has numerous advantages, such 
as making decisions with rapid thinking, replacing 
humans in certain jobs (such as dangerous tasks), 
and simplifying life (such as with the use of smart-
phones and GPS) (Chowdhury and Sadek 2012). 
However, AI also has flaws, such as being expen-
sive, and it may cause adverse results (such as 
corruption or malfunction in robot armies and pos-
sibility of mass destruction) and create unemploy-
ment in certain sectors (Shehab et al. 2019).

3. Software engineering

SE is the application of engineering to the design, 
development, and maintenance of software. SE was 
initially introduced to address the issues of low- 
quality software projects. Problems arise when 
a software generally exceeds timelines, budgets, and 
reduced levels of quality. Thus, SE ensures that appli-
cations are constructed consistently, correctly, on 
time, on budget, and within requirements. The 
demand of SE also emerged to cater to the immense 
rate of change in user requirements and environment, 
on which applications should function well. Figure 2 
shows the common keywords in the SE lifecycle.

3.1. The software development process

This section shows the software engineering process 
followed by summarizing the common models in the 
software development life cycle.

3.1.1. Software process

A software process (also known as software metho-
dology) is a set of related activities that leads to the 
production of the software (Eisty, Thiruvathukal, and 
Carver 2019). These activities may involve developing 
software from scratch or modifying an existing sys-
tem. Any software process must include the following 
four activities:

(1) Software specification (requirements engineer-
ing): The major functionalities of the software 
and the constrains around them are defined.

(2) Software design and implementation: The soft-
ware is designed and programmed.

Figure 1. AI fields, methods, and techniques (Rech and Althoff 2004).

Figure 2. The keywords of the software engineering.
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(3) Software verification and validation: The soft-
ware must conform to specifications and meet 
the customer needs.

(4) Software evolution (software maintenance): 
The software is modified to meet the customer 
needs and the changes in market requirements.

3.1.2. Software development life cycle (SDLC) model
A software life cycle model is either a descriptive or 
prescriptive characterization of how software is or 
should be developed. A descriptive model describes 
the history of how a particular software system was 
developed. Descriptive models may be used as the 
basis for understanding and improving software devel-
opment processes or for building empirically grounded 
prescriptive models (Rao, Kumar, and Reddy 2018). 
Table 1 presents the SDLC common models.

3.2. Objectives of software engineering

The following points illustrate the main objectives of 
software engineering.

(1) Reliability: This attribute of software quality is 
the extent to which a program can be expected 

Table 1. Software development life cycle models.
Model Advantages Disadvantages Ref

Waterfall ● Simple and 
easy to use 
and 
understand

● High amounts 
of risk and 
uncertainty

Kramer (2018), 
Shambour et al. 
(2018), 
Kuhrmann et al. 
(2017)

● Easy to 
manage (i.e., 
each phase 
has specific 
deliverables)

● Poor for long 
and ongoing 
projects

● processed 
and 
completed 
one at a time

● Cannot 
accommodate 
changing 
requirements

● works well 
for smaller 
projects

● difficult to 
measure 
progress within 
stages

Prototyping ● Missing 
functionality 
can be 
identified 
easily

● Insufficient 
analysis

Shambour, 
Abusnaina, and 
Alsalibi (2019), 
Falzone and 
Bernaschina 
(2018), Devadiga 
(2017)

● Reduces time 
and cost

● User confusion

● Quicker user 
feedback is 
available

● Developer misunderstanding 
of user objectives

● Improved 
and increased 
user 
involvement

● Excessive 
Development 
Time

Spiral ● Can 
changing 
requirements

● Risk of not 
meeting the 
schedule or 
budget

Shambour (2017), 
Boehm and 
Turner (2015), 
Krishnan (2015)

● Users see the 
system early

● High cost

● Allows 
extensive use 
of prototypes

● Not useful for 
small projects

(Continued)

Table 1. (Continued).
Model Advantages Disadvantages Ref

● helps in 
better risk 
management

● Not suitable for 
low risk projects

Incremental ● Easy to test 
and debug

● Requires 
a good 
planning 
designing

Semeráth, Vörös, 
and Varró (2016), 
Varró et al. 
(2016), Abu- 
Hashem, Uliyan, 
and Abuarqoub 
(2017)

● A customer 
can respond 
to each 
building

● Each iteration 
phase is 
inflexible and 
does not 
overlap each 
other

● Errors are 
easy to be 
identified

● Problems may 
arise pertaining 
to system 
architecture

● Thought the 
development 
stages 
changes can 
be done

● More expensive 
comparing to 
the waterfall 
model

Iterative ● Can be 
developed 
parallel

● Required highly 
skilled resources 
for risk analysis

Meja Niño et al. 
(2018), Menghi, 
Rizzi, and 
Bernasconi 
(2018), Abu- 
Hashem et al. 
(2015)

● Less costly to 
change the 
requirements

● End of project 
may not be 
known

● Easy of 
testing and 
debugging 
during 
smaller 
iteration

● Management 
complexity is 
more

● Easier to 
manage risk

● Not suitable for 
smaller projects

Agile ● Very realistic 
approach to 
software 
development

● More risk of 
sustainability

Ringert et al. (2017), 
Shehab (2020a), 
Al-Zewairi et al. 
(2017)

● Suitable for 
fixed or 
changing 
requirements

● Very high 
individual 
dependency

● Need 
minimal 
resource 
requirements

● Not suitable for 
handling 
complex 
dependencies

● Easy to 
manage

● Depends 
heavily on 
customer 
interaction
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to perform its desired function over an arbitrary 
time period (Qiang and Peña 2018).

(2) Reusability: A software product has good reusa-
bility if the different modules of the product 
can easily be reused to develop new products 
(Tahir et al. 2016).

(3) Maintainability: The software should be feasible 
to evolve to meet changing requirements (Jain, 
Sharma, and Ahuja 2018).

(4) Testability: Software establishes test criteria and 
evaluates software with respect to those criteria 
(Hassan et al. 2015).

(5) Correctness: A software product is correct if the 
different requirements as specified in the SRS 
document are correctly implemented 
(Chakraborty et al. 2018).

(6) Adaptability: Software allows differing system 
constraints and user needs to be satisfied by 
making changes to the software (Fink, Wyss, and 
Lichtenstein 2018).

(7) Portability: Software can be transferred from 
one computer system or environment to 
another (Bonati et al. 2015).

3.3. Challenges

SE utilizes a well-defined and systematic approach for 
software development. This approach is considered to 
be the most effective for producing high-quality soft-
ware. However, despite this systematic approach in soft-
ware development, some serious challenges are still 
faced by SE. Some of these challenges are listed below.

(1) The methods used to develop small- or med-
ium-scale projects are inapplicable when devel-
oping large-scale or complex systems 
(Chapman 2018).

(2) Changes in software development are unavoid-
able. Currently, changes occur rapidly, and accom-
modating these changes to complete a software 
project is a major challenge faced by the software 
engineers (Malhotra and Bansal 2016).

(3) The advancement in computer and software 
technology has necessitated for the changes in 
the nature of software systems. Software 

systems that cannot accommodate changes are 
not considerably useful. Thus, a challenge in SE is 
to produce high-quality software that adapts to 
the changing needs within acceptable sche-
dules. To meet this challenge, the object- 
oriented approach is preferred; however, accom-
modating changes to software and its mainte-
nance within acceptable cost remains 
a challenge (Gui et al. 2015).

(4) Informal communications account 
a considerable portion of the time spent on 
software projects. Such wastage of time delays 
the completion of projects in the specified time 
(Johanson and Hasselbring 2018).

(5) The user generally has only a vague idea about 
the scope and requirements of the software 
system. This usually results in the development 
of software, which does not meet the user’s 
requirements (Abad, Noaeen, and Ruhe 2016).

(6) Changes are usually incorporated in docu-
ments without following any standard proce-
dure. Thus, verification of such changes often 
becomes difficult (Mistry 2017).

(7) The development of high-quality and reliable 
software requires the software to be thoroughly 
tested. Although thorough testing of software 
consumes the majority of resources, underesti-
mating it deteriorates the software quality 
(Noureddine, Rouvoy, and Seinturier 2015).

In addition to the aforementioned key challenges, 
the responsibilities of system analysts, designers, and 
programmers are usually not well defined. Also, if the 
user requirements are not precisely defined, then soft-
ware developers can misinterpret the meaning (Stark 
et al. 1999). All these challenges need to be addressed 
to ensure that the software is developed within the 
specified time and estimated costs and meets the 
requirements specified by the user.

4. Artificial intelligence and software 
engineering

This section illustrates the growth of the integration 
between AI and SE, the benefits of this integration, 
and the related works.
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4.1. Growth of the integration between AI and SE

Several studies on AI and SE have been widely pub-
lished. Figure 3 shows the number of published arti-
cles between 1984 and January 2019. The materials 
were collected using the keyword AI and SE. First, 
published articles were collected from highly reputed 
publishers, such as Springer, Elsevier, and IEEE, as well 
from other journals searched via Google Scholar. 
Second, the search results were classified per publish-
ing date to show the growth of the integration 
between AI and SE.

4.2. Benefits

According to the father of AI, Marvin Minsky, ”using SE 
is important to build strong AI systems”. The creation of 
a huge AI system is expensive (Tenne and Goh 2010). 
Thus, problem analysis, modeling, implementation, 
test, and evaluation should be carefully performed. 
Utilizing AI has a positive effect on the performance 
of the SE field, such as rapid creation of minimum 
viable products, project management, automatic 
debugging, smart assistants, and automatic code gen-
eration and testing (Shehab et al. 2020).

SE is currently a global hotspot, and automation is the 
next trend. Software and engineers need to automate 
everything in technology. The role of the AI domain in 
the SE domain was validated in (Tamalika et al. 2017). 
Rather than humans manually generating all the soft-
ware code to obtain services, users’ need, and test auto-
mation, tools can help in generating the code and 
executing test and analysis for the code and can con-
stantly develop as they obtain personal information. This 
paper reviews and summarizes the different benefits 
and drawbacks regarding automating SE. It also explains 
the position that factors can perform in a scheme.

The two sciences, that is, AI and SE, are the two 
major areas of the computer science domain. AI refers 
to creating intelligent machines, whereas SE is an 
information-intensive exercise that requires vast 
knowledge of the application area and the purpose 
of software. Shankari and Thirumalaiselvi (2014) pro-
posed a survey for the procedures generated in AI 
from the attitude of their importance in SE.

4.3. Related works

This section introduces three categories of related 
works: (i) AI using SE, (ii) SE using AI, (iii) and integra-
tion of AI and SE (where the utilization ratio of each 
field is nearly equal). These categories were divided 
on the basis of the contribution of each previous 
study.

4.3.1. Artificial intelligence using software 
engineering
Al software is a fact in the computer science domain 
but only for specific classes of computer science pro-
blems. Usually, difficulties in AI are different from 
those of traditional SE. The variations proposed in 
(Partridge 1992) include various program improve-
ment approaches for difficulties and problems in AI, 
that is, programs with the purposes of functional soft-
ware (such as reliability, maintainability, robustness, 
and usability) are not produced rapidly. In addition, 
the difficulties and problems of machine learning 
techniques must be solved (to some level) before 
the full prospect of AI can be achieved, without 
expecting the resultant self-adaptive software to 
increase the difficulties in AI. The realization of the 
full prospect of AI in working software expects some 
essential discoveries in basic difficulties and problems 

Figure 3. Publications of artificial intelligence and software engineering.

INTERNATIONAL JOURNAL OF COMPUTER INTEGRATED MANUFACTURING 1133



in AI and a suitable software improvement approach 
(Abualigah et al. 2020).

SE for game purposes is a class of important appli-
cations that are utilized for entertainment, amuse-
ment, and earnest purposes and used in various 
regions and domains, such as education, science, 
business, gaming, and healthcare. The game improve-
ment process varies from the popular software 
improvement method because it includes interdisci-
plinary field actions. Therefore, SE methods are still 
necessary for game improvement progress because 
they can encourage developers to obtain maintain-
ability, flexibility, usability, low effort and cost, read-
ability, and reliable design. The aim of this 
comparison is to evaluate the well-known published 
studies on the game improvement SE method and 
determine sections that still require further investiga-
tion by researchers. In the investigation, a systematic 
literature analysis methodology was conducted in 
(Aleem, Capretz, and Ahmed 2016) using well- 
known digital publishers. An extensive number of 
studies have reported the creation phase of the life 
cycle of the game improvement SE method sup-
ported by the preproduction phase. By contrast, the 
postproduction aspect has been less researched than 
the preproduction and creation aspects. The out-
comes of this study recommend that the game 
improvement SE method, especially the postproduc-
tion aspect, still requires further research.

Numerous difficulties and problems in SE include 
determining optimal solutions from a collection of 
candidate solutions. Such techniques usually need 
stakeholders, such as developers, programmers, and 
testers, to define decisions across various characteris-
tics or purposes that are to be optimized (that is, 
searching and finding the optimal solution from the 
available solutions). However, in many instances, sta-
keholders should show such decisions in easy and 
qualitative terms. The survey conducted in 
(Santhanam 2016) reported that qualitative optimiza-
tion methods can be beneficial to handle dilemmas 
within SE. Furthermore, a new optimization technique 
was developed to rely on stakeholders’ qualitative 
decisions, thereby leveraging modern approaches in 
decision-theoretic AI techniques. This study proved 
the beneficial uses and produced conjunctions 
between qualitative judgment hypothesis and SE.

In the past few years, deep learning (DL) methods 
have gained enormous success and benefits. They 

have also reached excellent reputation in many dif-
ferent applications, such as intelligent machines, data 
mining, image processing, text mining, speech pro-
cessing techniques, and therapeutic diagnostics. 
Deep neural networks are the important driving 
power behind the modern success of DL methods. 
However, black box testing still requires interpretabil-
ity and further knowledge. This problem results in 
multiple open safety and protection issues with tre-
mendous and essential requirements on accurate 
techniques and SE system for quality improvement. 
A large amount of studies have explained that state-of 
-the-art DL schemes yield weaknesses and vulnerabil-
ities that can head to critical failure and difficulties, 
especially when used to real-world safety-critical 
attention. Large-scale studies have introduced an arti-
cle repository of 223 related works in (Ma et al. 2018) 
regarding the quality assurance, safety, security, and 
understanding of DL. These studies, from a software 
quality assurance aspect, have determined difficulties 
and future possibilities toward safe DL in the SE 
domain. This work and the conducted paper reposi-
tory covered the track for the SE researchers with 
respect to solving the important technical require-
ment for safe AI applications.

4.3.2. Software engineering using artificial 
intelligence
Tunio et al. (2018) proposed classical planning of AI 
techniques to promote quality and alleviate the bur-
den of the crowdsourcing software development 
(CSD) platform and CSD developers by searching in 
the open tasks and optimizing the matching process, 
which matches the CSD developers to develop and 
provide a solution for the given task. The results 
demonstrated that the automatic planning has 
a remarkable influence and suitable efficiency of 
matching the task and personality than human work.

In SE automation, introducing a solution for SE 
problems in one piece is complex. Thus, C.V. 
Ramamoorthy and Shim (1991) presented AI techni-
ques for SE research by using the principle of divide- 
and-conquer approach and providing the criteria for 
dividing SE problems. Moreover, they provided 
recommendations on how to conduct research in AI 
for SE and evaluate the results in accordance with 
scalability, generality, and combinability.

In software development phase, Ammar, 
Abdelmoez, and Hamdi (2012) applied fuzzy logic in 

1134 M. SHEHAB ET AL.



software testing to address the uncertainty experi-
enced in this phase.

In (Claypool and Claypool 2005), the authors pro-
posed a new approach that allows gaining further 
understanding and effective education of SE using 
game theories. In this study, the aforementioned 
objectives were fulfilled by using a computer game- 
based project. Particularly, project-based and set 
game-centric modules were combined in managing 
students to (1) engage actively in several phases of 
software life cycle; (2) allow them to track real issues 
experienced in the project and team management 
during the course that extended to a two-semester 
project; and simultaneously (3) expose them to var-
ious aspects of computer game design. The prelimin-
ary results proved the effectiveness of the proposed 
approach to improve the class participation and per-
formance in SE course.

A group of researchers have devoted their efforts in 
creating auto-coding software called DeepCoders by 
using AI system (Zohair 2018). The DeepCoders can 
develop a working program after referring to massive 
database of codes. However, the current version of 
this software is limited to write a mini program, which 
does not exceed five lines of codes, but may be 
extended in the succeeding years as declared by the 
developers.

Many researchers have utilized AI-based 
approaches to address SE problems, such as require-
ment and design, maintenance, and testing (Zhang, 
Finkelstein, and Harman 2008; Räihä 2010; Shehab 
2020b). The application of optimization search 
approaches in solving such problems is widely 
known as search-based SE (SBSE) and was proven to 
be successful and applicable (Harman 2012).

Participation in SE activities requires intense 
human effort. AI techniques have been widely used 
to automate these activities. Traditionally, the starting 
points in designing AI techniques rely on human’s 
domain knowledge. Thereafter, findings are inter-
preted or verified by human users. However, another 
direction of research has focused on using user feed-
back to be incorporated with AI techniques to 
improve their performance further. Xie (2013) pro-
posed cooperative testing and analysis involving on 
human-tool cooperation (embedding of human- 
assisted and human-centric computing) and human- 
human cooperation. Such mechanism assists in 

realizing the synergy of human and AI in SE and has 
been integrated into solution for SE problems, such as 
test generation (Marri et al. 2009; Taneja, Zhang, and 
Xie 2010; Thummalapenta et al. 2011), specification 
generation (Ammons, Bodk, and Larus 2002; 
Shambour 2019; Thummalapenta and Xie 2009), 
Debugging (Zeller 1999, 2009), and Programming 
(Gulwani 2010). Feldt, de Oliveira Neto, and Torkar 
(2018) proposed an initial taxonomy to categorize AI 
in SE application levels (AI-SEAL). AI-SEAL demon-
strates the different ways of applying AI in SE and 
provides a prior knowledge for software engineer to 
consider the risks in utilizing AI.

In software quality context, artificial neural network 
(ANN)-based framework for software fault/defect pre-
diction throughout SDLC phases has been proposed 
(Vashisht et al. 2015). The framework is interactive 
with developed graphical user interface. A historical 
dataset taken from 45 actual projects is involved in 
the experiments. The actual defect data are taken 
from completed projects on the basis of waterfall 
development model. For building the proposed fra-
mework, ANNs used this historical dataset as 
a training data in its training phase. Then, the devel-
oped network is used for defect prediction in all new 
projects. The input components for the network in the 
proposed framework consider production, preven-
tion, rework, and review efforts. Users are required 
to enter the planned effort data of the five phases of 
SDLC. If the data provided by the user meets the 
given range of eligible criteria, then defects are esti-
mated using the defect estimation system of the 
ANNs. The proposed framework is validated using 15 
real-time projects, and the results show that actual 
defects lie inside the range of predicted defects. 
Moreover, the optimistic prediction quality and the 
quality of fit are introduced. The proposed framework 
is compared with evolutionary neural network (ENN) 
framework and linear regression-based prediction 
model. The proposed ANN framework has obtained 
up to 90% accuracy, whereas the ENN and linear 
regression frameworks have obtained 75% and 66% 
accuracy, respectively.

In the field of modeling and simulation, Fishwick 
(1992) constructed a broad multimodeling concep-
tual paradigm as an extension to the object-oriented 
modeling paradigm to address complexity by using 
different partial models at different scales and in 
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different operating contexts. One of the early frame-
works is the use of a set of models to represent 
a single phenomenon and incorporate different 
abstraction levels. The framework attempts to unite 
the taxonomy and terminology of three disparate 
fields, namely, simulation, SE, and AI, to facilitate the 
interworking of these specialties. This methodology 
provides a way to structure a heterogeneous set of 
model types where each type performs its part, and 
the behavior is preserved while levels are mapped.

In computer science, AI and SE are contrasted and 
compared in terms of techniques and tools that they 
use, the methods they use, and the problems they 
attempt to solve. Barstow (1988) performed an excel-
lent survey of the use of AI in SE. He distinguished 
between two categories of SE activities, that is, small- 
and large-scale programming. He categorized the 
knowledge used during software activities into five 
general categories, namely, methodologies of SE, pro-
gramming techniques, the target machine’s architec-
ture, the amount of knowledge about the application 
domain, and the history of the target software. The 
author also described the roles played by this knowl-
edge and argued that AI techniques can greatly assist 
with the handling of this knowledge. In other words, 
AI techniques can help manage the fundamental pro-
blems faced by SE effectively, thereby leading to 
arguments that effective knowledge management 
requires computer support and that computer sup-
port for knowledge management requires AI techni-
ques. The author further argued that AI applied to SE 
has been relatively narrowly focused, whereas 
research on AI applied to SE has had virtually no 
demonstrations of practical value. He also claimed 
that the diversity and amount of the knowledge do 
not demonstrate practical success in this area in past 
research. For small-scale programming, some pre-
vious experimental systems, such as Mitre (Brown 
1985) and AT&T (Kelly and Nonnenmann 1987), are 
good experimental systems in a practical situation.

AI techniques have introduced a significant poten-
tial for supporting and enhancing SE. Meziane and 
Vadera (2010) introduced a survey of some trends in 
using AI methods, such as genetic algorithms (GAs), 
neural networks, and natural language processing 
techniques, for the SDLC. In the software planning 
phase, GAs are the most commonly used technique. 
In practice, they are appropriate for adoption because 
they are flexible to represent different objectives and 

can easily represent schedules. ANNs, Bayesian net-
works, and case-based reasoning (CBR) proposed by 
Yang and Wang have been adopted for risk assess-
ment with favor to Bayesian networks, which are 
more transparent and more appealing in practice 
than the other methods (Yang and Wang 2009). 
Knowledge-based systems (KBSs) are used to manage 
requirements and decisions taken during the design 
process. Ontologies have been used for requirements 
and design. Domain ontologies allow good under-
standing of the problem domain and detection of 
incompleteness and ambiguities because they 
encompass the strengths of KBS- and NLP-based sys-
tems. They also encapsulate knowledge and rules in 
a specific domain in a single resource. A number of 
researchers have attempted to use AI planning and 
GAs for generating test cases and suggested that 
using genetic programming can reduce the number 
of ill-defined test sequences. Moreover, using GAs for 
generating the order of integration of object-oriented 
classes is more promising than traditional graph- 
based methods. The review concluded that large- 
scale evaluation studies of AI techniques in SE are 
required. Thus, further research is needed to under-
stand the effectiveness of different approaches.

In service-oriented architecture (SOA) design, 
Rodriguez et al. provided a detailed synthesized and 
conceptualized analysis of 69 significant studies that 
use AI approaches to discover, compose, or develop 
web services (Rodrguez, Soria, and Campo 2016). The 
review study attempted to answer some research 
questions, such as common features, major character-
istics, and differences among the applied AI 
approaches in services. In terms of web service discov-
ery process, among the studies conducted between 
2002 and 2013 that have applied AI techniques, the 
most popular used AI approaches are ontologies, col-
laborative filtering, and information retrieval (IR). 
Ontologies are used because of their capability in 
machine-interpretable descriptions. Meanwhile, IR 
inherits a rich background. In terms of composing 
services, numerous frameworks and approaches have 
been developed to facilitate service composition. The 
widely used approaches between 2002 and 2015 in 
web service composition are planning techniques 
and evolutionary algorithms, which are used to build 
executable workflows of composed web services for 
meeting the service requirements. Depending on the 
composition environment, some AI techniques are 
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more appropriate than others. For instance, constraint 
optimization techniques are suitable for uncertain dis-
tributed and dynamic environments. AI planning is 
promising for dynamic web service compositions with 
incomplete information. For high-scalability require-
ments, evolutionary techniques are more useful than 
others. The third term is service development. CBR has 
been widely applied to achieve the essence of auto-
nomic computing, such as availability, dependability, 
and robustness. CBR is suitable in well-defined applica-
tion domains and in determining previous solutions to 
current problems with similar conditions. Moreover, it 
helps developers choose appropriate object-oriented 
designs to reify SOAs.

In SE practices, the experience of using AI domain 
has been reported for educating computer science 
students. Two large AI-based software systems have 
been successfully applied for instruction focusing on 
board game learning mechanisms and tree lifecycle 
management (Kalles 2016).

In (Poyet, DUBOIS, and Delcambre 1990), the 
authors presented two research projects conducted 
at the French Scientific and Technical Center for 
Building, which is involved in the area of AI applied 
to building engineering in a wide range of research 
programs. The review introduced software tools 
developed for suitable framework for knowledge 
modeling. As a result of the experience gained from 
the development of different systems, either based on 
design facilities, AI languages, large expert system, or 
restricted microcomputer environments, the authors 
created an object-based integrated environment that 
would facilitate data exchange, ensure machine inde-
pendence, and take advantage of advanced SE poli-
cies, thereby further providing robustness and code 
saving and avoiding most pitfalls previously encoun-
tered, such as large tools in cumbersome design or 
basic languages in low-level modeling. 
A representative set of coupled systems, including 
object-oriented databases, were presented to provide 
immediately reusable information structures for 
remote processing, hypertext and hyperobject facil-
ities linked to multifunctional expert systems, and 
database modeler that offers retrieval functions.

Raza (2009) highlighted the use of AI in solving SE 
problems to save time and effort during software 
development process. Applications of AI in expert 
system development and risk management were dis-
cussed. In expert system development, KBSs in AI 

assist traditional expert system approach. In addition, 
automated programming in AI is promising for reusa-
ble codes. Thus, when a certain part of a design is 
changed, the unchanged part will not be affected. 
Automated programming aims to minimize the spe-
cification, simplify the writing and understanding, and 
produce less error than programming languages. In 
risk management, automated programming makes 
data structures flexible, thereby making AI-based sys-
tems free from risk management strategies. Thus, the 
applying AI-based systems with the help of auto-
mated tools can save time and effort in software 
development and reduce risk assessment phase.

Computational intelligence (CI) serves as an algo-
rithmic and conceptual framework to address the 
needs of knowledge-rich environment of SE. CI can 
handle data and knowledge coherently, thereby 
increasing assurance to SE. Pedrycz (2002) identified 
that CI is suitable to support SE activities. He linked 
three CI techniques, namely, granular computing, 
evolutionary optimization, and neural networks, to 
various SE activities, such as data visualization, evalua-
tion of domain knowledge, and cost estimation. For 
example, the notion of information granules, such as 
rough sets, shadowed sets, probabilities, random sets, 
and fuzzy sets. SE plays a primary role in information 
granulation. The fundamentals of granular computing 
are compatible with the underlying paradigms of soft-
ware products and process software. The role of infor-
mation granules needs to be emphasized given 
project design details and testing plans. Meanwhile, 
neural networks, especially self-organizing maps, are 
useful for high-dimensional software data 
visualization.

Wooldridge (1997) intensively studied agent-based 
SE. He stated that ”agents are simply software com-
ponents that must be designed and implemented in 
much the same way that other software components 
are. ” Software agents are encapsulated entities situ-
ated in a certain environment, aiming to achieve and 
meet their needs and design objectives and have 
superior flexibility and autonomy in that environ-
ment. The author highlighted the issues of building 
a software with respect to multi-agent-based system. 
A roadmap was set out in agent-based SE, where the 
considered fundamental issues of agent-based sys-
tem were specification, implementation/refinement, 
and verification (including testing and debugging). 
The article discussed that software agent should 
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exhibit some principle characteristics, namely, reac-
tive and proactive social behaviors. Thus, an agent 
should have the following key properties: (1) 
Autonomy: Agents are identifiable entities. They 
decide without any external intervention from other 
systems or humans. (2) Reactivity: Agents are 
embedded in a certain environment (such as 
a collection of other agents, physical world, the 
Internet, a user via a graphical user interface, or per-
haps many of these combined). They can perceive this 
environment (at least to some extent) and react to 
changes in it. (3) Pro-activeness: Agents do not simply 
react to changes in the environment. They also exhibit 
goal-directed behavior by taking the initiative. (4) 
Social ability: Agents can cooperate with one another 
and engage in social activities to fulfill their design 
objectives. Therefore, an agent-embedded model is 
user-friendly, intuitive, adaptive, and flexible.

Tveit (2001) introduced some of the previous 
methodologies and applications of agent-oriented 
SE (AOSE) in real world; he highlighted design and 
high-level methodologies related to SE.

The term ”intelligent” should be used because the 
software can have certain types of behavior, and the 
term ”agent” pertains to the purpose of the software. 
An agent is ”one who is authorized to act for or in the 
place of another” (Merriam Webster’s Dictionary). The 
purposes of AOSE are to create tools and methodol-
ogies for agent-based software and enable low-cost 
development and maintenance. In addition, software 
should be high quality, scalable, easy to use, and 
flexible. Some examples of software agents include 
destructive agents, such as computer viruses, ani-
mated paperclip in MS Office, trading agents (such 
as auction agent in eBay), and Quake (an example of 
artificial player in games). For further details, the fol-
lowing points illustrate the types of high-level and 
design methodologies:

(1) High-level Methodologies
● Gaia Methodology:
Gaia is a general methodology that supports the 

macrolevel (that is, organization structure and agent 
society) and microlevel (namely, agent structure of 
agent development). Gaia addresses some limitations 
of existing methodologies where they fail to represent 
the nature of problem solving and autonomy of agents 
and model approaches for agents to create organiza-
tions and interact. Gaia allows software designers to 

systematically develop an implementation-ready 
design based on system requirements. Gaia is a good 
approach to develop closed-domain agent systems 
(Wooldridge, Jennings, and Kinny 2000, 1999).

● The Multiagent Systems Engineering Methodology:
MaSE is similar to Gaia with respect to generality 

and the application domain supported. However, 
MaSE goes further for using MaSE tool for automatic 
code creation. This methodology addresses the lack 
of industrial-strength toolkits and creates agent- 
based systems. MaSE aims to lead designers from 
the initial system specification to the implementation 
of agent-based system. MaSE has similar domain 
restrictions to those of Gaia. However, MaSE requires 
one-to-one agent interactions and not multicast 
(DeLoach 1999; Wood and DeLoach 2000).

● Modeling database information systems:
Agent-object relationship model aims to provide 

the capability to model relationship between agents 
in addition to static entities (Wagner 2003, 2001).

(2) Design Methods
● UML:
An architecture-centric design method for multia-

gent-based systems was presented by Yim et al. 
(2000). The method supports the transformation 
modeling problems from agent-oriented to object- 
oriented. In this method, developers and designers 
can use existing UML-based tools and experience 
and knowledge from developing object-oriented 
systems. A further extension to UML was proposed 
by Odell, Parunak, and Bauer (2000) and called it 
agent UML. The extension gives agents the ability 
to be mobile, that is, they can autonomously move 
among different agent-based systems. The applica-
tion of four agent-oriented UML diagrams were sug-
gested by Bergenti and Poggi (2000) applied at the 
highest abstraction level (agent level) of AOSE, 
where the standard of UML is not required to be 
changed.

● Design Patterns:
Design patterns are recurring patterns of pro-

gramming code or component software architec-
ture. In a mobile agent context, Aridor and Lange 
(1998) suggested a classification scheme for design 
patterns. The objectives are to increase quality and 
reusability of the code and reduce the develop-
ment effort of mobile agent-based systems. Rana 
and Biancheri (1999) applied a Petri net-based 
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approach to model the meeting pattern of mobile 
agents. A seven-layer architecture pattern was pro-
posed for agents, and sets of patterns belonged to 
each of the layers (Kendall, Malkoun, and Jiang 
1997).

● Components:
Components are logical groups of related objects 

that can provide certain functionalities. Erol, Lang, and 
Levy (2000) suggested a three-tier architecture that 
applies reusable components to compose agents.

● Graph Theory:
Depke and Heckel et al. (2000) applied formal 

graph theory on requirement specifications for 
agent systems to maintain consistency when transfer-
ring the requirements into a design model.

4.3.3. Integration artificial intelligence and software 
engineering
The developments in AI and SE have several shared 
properties. They transact with modeling real-world 
objects, such as business rules, expert instruction, or 
process standards. A short survey was reported in (Rech 
and Althoff 2004) to provide an overview of these 
methods and explain any modern research topics on 
the framework of natural features of communication. 
A comprehensive review of the domain of combined AI 
and SE was introduced in (Partridge 1990). A taxonomy 
of this extension domain was explained and compared 
to other major efforts to solve the communication 
between the two domains. The three major subareas, 
namely, AI-based encouragement circumstances, AI 
tools and procedures in functional SE, and SE mechan-
isms and procedures in AI techniques, were explained 
and demonstrated with illustrative examples. 
Eventually, the domain of the extension should still 
be developed. Thus, any modern struggle to change 
the circumstances should be surveyed.

A tutorial introduction to AI techniques for SE 
developer and a similar introduction to SE develop-
ment for AI techniques was introduced in (Ford 1987). 
These domains were analyzed and differentiated in 
terms of the difficulties they solve, the techniques 
they apply, and the utilized mechanisms and proce-
dures. Merging the two domains is required for sev-
eral different software requirements. The indication 
was reviewed briefly, and any of the actions required 
for an organization of the two domains were 
introduced.

As a model of utilizing the synergy in AI and SE 
domains, the domain of deep SE with AI was 
developed with several improvements in the pre-
vious years. Such domain broadly discusses pro-
blems on the intelligence of SE and the 
engineering of intelligence software. The recent 
and future studies concerning intelligent SE were 
introduced in (Xie 2018). The first problem, which 
is the intelligence of SE, converges the deep and 
intelligence strategies in methods to improve the 
performance and productivity in many different SE 
jobs. The second problem, which is the engineer-
ing of intelligence software, converges many dif-
ferent SE jobs for intelligent and deep software 
(such as AI software).

SE and AI are the major two domains in computer 
science. During the recent years, the methods of these 
domains have been improved individually with no 
considerable interchange of research results. 
However, both domains have various features, attri-
butes, benefits, and limitations. This statement pre-
sents several chances and plans for new studies. 
A major important idea is that the researcher utilizes 
the possible methods, instruments, and methods of AI 
to SE, and vice versa in practice. In this manner, 
knowledge, experiences, characteristics, and 
resources of both fields can be collected, and the 
controls can decrease. Regarding applicability, 
a junction domain is located between AI and SE, 
thereby establishing the relationship between AI 
and SE. The factors during the interaction between 
AI and SE include information, goal, difficulty, and 
motivations for using. The framework of cooperation 
on which both domains interact with each other was 
explored in (Jain 2011). This framework contains four 
major types of interaction, namely, software mainte-
nance setting, AI tools and techniques in traditional 
software, the performance of conventional software 
technology, and methodological problems. This 
paper presented the connection between AI and SE 
and several systems developed while integrating both 
domains.

5. Discussion

This section highlights two major points based on the 
above survey findings. First, as illustrated in Figure 4, 
the taxonomy of this review shows that the usage of 
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SE for the techniques, methods, or tools of AI reached 
57% compared with the usage of AI for those of SE 
(that is, SDLC), which reached 29%. Meanwhile, the 
integration of AI and SE reached 14%. These percen-
tages are logical because AI contains many subfields, 
such as optimization algorithms and machine learn-
ing. Therefore, software engineers have many choices 
to improve the performance of their works, as men-
tioned in Section 4.2.

Second, new versions of the software are gener-
ated by integrating AI and SE, which leads to many 
possibilities. Figure 5 shows an overview of each 
field with the interaction area between them. AI 

includes knowledge acquisition, domain modeling, 
and data analysis techniques. SE contains project 
management methods, requirements engineering, 
and code engineering. The intersection area 
between AI and SE includes KBS, AOSE, CI, and 
ambient intelligence.

6. Conclusion and future works

This review focuses on the relationships between 
AI and SE. It highlights the effect of AI on the 
performance of SE, and vice versa. The overview 
of each AI and SE, as well as their definitions, tools, 
features, and weaknesses, are provided. This over-
view helps the researchers in each field to under-
stand the other fields. The second stage illustrates 
the growth of the integration between AI and SE, 
the benefits of the integration, and the presenta-
tion of the previous works. The conclusion shows 
several research fields on AI and SE, where the 
percentages of using the research on AI in SE, SE 
in AI, and integration of both are presented. The 
interaction between both domains is also pre-
sented. In future works, the techniques and meth-
ods for each field will be considered, and their 
effects will be studied. For instance, machine learn-
ing from AI and the requirements in the SE will be 
covered.

Figure 4. The distribution of published research articles.

Figure 5. Interaction between AI and SE.
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