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ARTICLE INFO ABSTRACT

Gene expression data are expected to make a great contribution in the producing of efficient cancer diagnosis
and prognosis. Gene expression data are coded by large measured genes, and only of a few number of them carry
precious information for different classes of samples. Recently, several researchers proposed gene selection
methods based on metaheuristic algorithms for analysing and interpreting gene expression data. However, due
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I/Il;ll%/[R to large number of selected genes with limited number of patient's samples and complex interaction between
SUM genes, many gene selection methods experienced challenges in order to approach the most relevant and reliable
Classification genes. Hence, in this paper, a hybrid filter/wrapper, called rMRMR-MBA is proposed for gene selection problem.

In this method, robust Minimum Redundancy Maximum Relevancy (rMRMR) as filter to select the most pro-
mising genes and an modified bat algorithm (MBA) as search engine in wrapper approach is proposed to identify
a small set of informative genes. The performance of the proposed method has been evaluated using ten gene
expression datasets. For performance evaluation, MBA is evaluated by studying the convergence behaviour of
MBA with and without TRIZ optimisation operators. For comparative evaluation, the results of the proposed
rMRMR-MBA were compared against ten state-of-arts methods using the same datasets. The comparative study
demonstrates that the proposed method produced better results in terms of classification accuracy and number of
selected genes in two out of ten datasets and competitive results on the remaining datasets. In a nutshell, the
proposed method is able to produce very promising results with high classification accuracy which can be
considered a promising contribution for gene selection domain.

1. Introduction

DNA microarray provides useful information at the molecule level
that can be used for detection and classification of cancer diseases [1].
From molecule biology point of view, DNA micrarray is valuable ana-
lytical tool that enables the biologists to analyze and monitor thousand
of genes in one experiment. It finally generates gene expression data,
which are considered as key marker for cancer diseases classification.
However, this data is considered as high dimensional dataset since it
contains a large number of genes (features) as well as relatively few
number of patient samples [2,3]. In classification process, the afore-
mentioned dataset characteristics pose a challenge for machine learning
algorithm, and it’s very critical to mitigate this issue prior performing
classification task. Therefore, to overcome this challenge, gene selection
is required. Gene selection is a process in data mining, which can re-
duce feature dimension by selecting a small set of genes that can
achieve similar or better classification performance than using all genes
[4]. The main advantages of reducing the number of genes from
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biological perspective [5] are 1) helping molecular biologists of identify
the underlying molecular mechanism, related to gene expression of
cancer diseases. 2) and interpret the pattern of the selected genes to
discover new therapy targeted these genes. 3) reducing clinical cost.
Traditionally, gene selection methods are broadly divided into three
groups: filter, wrapper, and hybrid methods [4]. Filter methods rely on
interior characteristics of data in evaluating the quality or the relevancy
of the genes to the target class. Widely used filter approaches are the
ReliefF [6], Chi-square [7], Kullback-Leibler [8], Minimum Re-
dundancy Maximum Relevancy (MRMR) [9], Robust MRMR (rMRMR)
[10]. Wrapper methods are typically divided into two main compo-
nents: search techniques and evaluation. Search techniques generate
candidate gene subsets, and machine learning algorithms can be ap-
plied to evaluate their predictive accuracy. Compared to filter methods,
wrapper methods often produce better classification results but they are
more expensive in terms of computation time. Hybrid method combines
the filter and wrapper methods, and complement the benefits of both
methods [11]. To be more specific, the integration of both methods
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leads to obtain informative gene subset with satisfied classification
accuracy results. However, the hybrid method is still in its infancy.
Therefore, further investigations can be carried out in order to develop
more sophisticated hybrid methods.

In wrapper-based approaches, the gene search space grows ex-
ponentially with the increase in number of genes. In such scenario, the
introducing of exhaustive search algorithm to generate all possible
subset of genes is impractical and entails expensive time consuming.
Therefore, researchers frequently use metaheuristic approaches to ob-
tain the desired solution while exploring the entire search space.
Various metaheuristic approaches have been applied to solve the gene
selection problem such as Binary Particle Swarm Optimization and
Combat Genetic Algorithm (BPSO-CGA) [12], Harmony search with a
Markov blanket (HSA-MB) [13], improvised Interval Value based Par-
ticle Swarm Optimization (IVPSO) [14], Genetic Algorithm with Arti-
ficial Bee Colony [15], Cellular learning automata-ant colony optimi-
zation feature selection (CLACOFS) [16], hybrid binary black hole
algorithm and modified binary particle swarm optimization (BPSO
(4-2)-BBHA) [17], and Correlation-based Feature Selection with im-
proved-Binary Particle Swarm Optimization [18]. However, most of
these approaches can easily reach the stagnation situation in local op-
tima caused by complex interaction between the genes and huge gene
search space [13,18]. Therefore, in order to address gene selection
problems, a robust search-based approach relied on” efficient search
operators” is required to optimize effectively the gene search space and
to gain the near-optimal solution.

In specific, swarm-based intelligence methods are normally initiated
with a population of random solutions. These solutions are iteratively
reconstructed based on the idea of sharing knowledge by collective
behavior whereby the fittest solutions to drive the swarm toward op-
timality. The main merits of swarm intelligence methods: highly scal-
able, self-organized, adaptable, flexible, Collective Robustness, and in-
dividual Simplicity. However, the main limitations of swarm
intelligence methods are: time-Critical applications, parameter tuning,
and Stagnate with a premature convergence [19]. Bat Algorithm (BA) is
swarm-based intelligence method [20], in which its echolocation be-
haviour is intensively studied and modelled in optimization context. As
an advantage, the optimization procedure of BA combines local search
operator and global search operator, which are the key success factors
of metaheuristic method. Owing to these merits, BA drawn a great at-
tention as a promising method for solving a wide range of optimisation
problems [21] such as clustering [22], scheduling [23,24], classifica-
tions [25], fault diagnosis [26], image processing [27], gene selection
[28,29], and global optimization algorithms [30,31]. Many variants of
BA have been produced to improve its performance in solving several
optimization problems. In the context of gene selection problem, BA has
been initially investigated for gene selection, however it should be more
efficiently utilized according to characteristics of gene selection pro-
blem.

TRIZ is abbreviation of Teoriya Resheniya Izobretatelskikh Zadatch,
also known as theory of inventive problem solving. This theory, in-
troduced by Genrich Altshuller in 1985 [32], is constructed based on
intensive and exhaustive analysis of one million patents. The TRIZ
problem solving methodology consists of improving and worsening
features, and inventive principles, which are considered as guideline for
TRIZ research to solve design problems.

This paper proposes a hybrid filter/wrapper gene selection method
based on rMRMR approach and modified BA algorithm (MBA). The
proposed method is called rMRMR-MBA, in which rMRMR is operated
first and then start ranking the genes according to it discriminative
power, and thus the gene search space is defined by those highly ranked
genes. This is to fine-tune the search space to the wrapper approach.

The main motivation behind this research is to modify the BA in
wrapper approach to be more suitable and efficient according to the
complexity of gene selection search space problem. Specifically, the
main contribution of the proposed method lies on the incorporation of
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TRIZ inventive solution with basic BA to further optimize its search
process and explore the interaction between genes, and thus reach and
navigate the most promising search space regions. Extensive experi-
ments were performed on ten popular microarray benchmark datasets
to test the rMRMR-MBA method for the gene selection problem. The
characteristics of datasets are varied in terms of number of genes,
samples and classes. For the performance evaluation, MBA is evaluated
by studying the convergence behavior of BA with and without in-
corporating TRIZ-inspired optimization operators. For the comparative
evaluation, the results of the proposed rMRMR-MBA were compared
with the results of previous gene selection methods using the same
microarray datasets. The comparative results demonstrated that the
proposed method is able to produce the best results in two out of ten
datasets, and competitive results for the remaining datasets.

The remaining parts of this paper is organized as follows: related
background is described in Section 2. The proposed method is illu-
strated in Section 3. The experimental results and comparative eva-
luation is analyzed in Section 5. Finally, Section 6 concludes the paper
and recommends possible future enhancements.

2. Research background

The fundamentals of BA is provided here to show the original ver-
sion. Thereafter, the theory of TRIZ innovation solution is described in
detail.

2.1. BAT-inspired algorithm (BAT)

Bat-inspired algorithm (BA) is a nature inspired metaheuristic al-
gorithm. It has been introduced by Xin-She Yang in 2010 [20], to
imitate the echolocation behavior of bats. Bats share similar biological
behavior in terms of navigating and hunting. They mainly rely on
echolocation to seek for prey and/or avoid obstacles in the dark. While
seeking for prey, bats emit pulses to the surrounding environment and
listen for the echoes that bounced back from the surrounding object. By
means of these echoes, bats can recognize and locate preys and ob-
stacles. In BA, the echolocation features of microbats can be idealized
according to the following rules:

1. All bats use echolocation to sense distance and determine the dif-
ference between food/prey and background barriers in some ma-
gical way;

2. Bats randomly fly with velocity V; at position X; with a fixed fre-
quency fmin, varying wavelength k and loudness Ay to seek for prey.
They can automatically regulate the wavelength (or frequency) of
their emitted pulses and adjust the rate of pulse emission re [0,1],
depending on the closeness of their target;

3. Although the loudness can vary in many ways, it is assumed that it
varies from a large (positive) Ay to a minimum constant value A,;,.

e Bat Motion:

The frequency of each bat will be positive integer or float relying on
the selected upper bound and lower bound of the frequency. The fre-
quency value is calculated through Eq. (1). Determining the upper and
lower bound frequencies is based on the domain of interest.

Fmin) X B (1)

where 8 is a random number of uniform distribution in [0,1], Fyqex is
upper bound of the frequency, and F,;, is lower bound of the frequency.
The velocity of each bat will be a positive integer number. Each bat will
update its velocity according to the following equation.

Vit +1) = Vi) + (Xi(t) — Gbest) X K

F = Fun + (Fuax —

(2)

where Gbest is the best solution, F; represents the frequency of the ith
bat and the position X; of each bat. Each bat's position is updated as
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shown in Eq. (3).

X(t+D=XO+V(+1 3)

The BA employed a random walk to improve its capability in ex-
ploitation as given in the equation below.

(€3]

Xnew = Xold + €A¢

where X,,,, is the new solution, X,;4 is the current solution, and ¢ is
random number in [—1,1].

® Variations of loudness and pulse rates:

Once a bat finds its prey, the loudness usually decreases and the rate
of pulse emission increases. In this case, the loudness can be chosen as
any value of convenience. Loudness A and pulse emission rate r are
updated according to Egs. (5) and (6).

At +1) = aA; (1) %)

r(t+ 1) = r(0)A — D) ®)

where a and vy are constant parameters that lies between 0 and 1 and
used to update loudness rate A; and pulse rate (r;). The pseudo code of
the algorithm is presented in the following pseudo-code. Note that f(X;)
is that fitness function value of X;.

Algorithm 1. Bat-inspired algorithm
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new conceptual framework that integrated EA with TRIZ is proposed to
facilitate computer-aided problem solving. The main contributions of
this research are the inversion of the traditional EA selection or survival
of the fittest, and the coupling of EA with new dialectical operators
inspired by TRIZ principles. The findings proved that effectiveness
promoted by TRIZ inspired evolutionary algorithm can be interpreted,
understood and developed systematically. Mei et al. (2010) [39] in-
troduced bees algorithm coupled with extra optimization operators
inspired from TRIZ-inventive solution in order to optimize the process
of assemble sequences task of an assembly machine in particular of
moving- board-with-time-delay (MBTD) type. Within framework of
bees algorithm, TRIZ principles include Dynamisation, Segmentation
and Local Quality, are formulated as optimization search operators, and
then inserted after requiting bees for the selected sites step. After the
current bee passed the latter step, it is further optimized by TRIZ-in-
spired optimization operators. The experimental results demonstrated
that bees algorithm coupled with the TRIZ-inspired operator is domi-
nant when compared with the previous algorithms and the original bees
algorithm.

3. Proposed method

The proposed method for gene selection composes of two stages: the
filter approach stage and wrapper approach stage, as depicted in Fig. 1.
A full description of both stages will be presented in the following

Algorithm 1 bat-inspired algorithm

1: Initialize the bat population X;(i = 1,2,..,n) and V;.

2: Define pulse frequency F;.

3: Initialize pulse rate r; and the loudness A;.

4: while t < Maxnumberofiterations do

5: Generate new solutions by adjusting frequency.

6: Updating velocities and positions [equations (3) to (2)].

7 if rand > r; then

8: Select a solution X among the best solutions randomly.
9: Generate a local solution around the selected best solution
10: end if

11: if rand < A; and f(X;) < f(z*) then

12: Accept the new solutions

13: Increase r; and reduce A;

14: end if

15: Rank the bats and find the current Gbest

16: end while

2.2. Theory of inventive problem solving (TRIZ)

The methodology of TRIZ problem solving method for technical
contradictions demands TRIZ researchers to identify the improving and
worsening features of a design problem. Thereafter, a mapping process
to the improving and worsening features into TRIZ technical contra-
dictions matrix is performed. Based on this process, a list of inventive
principles is suggested to facilitate the designer task in solving design
problem. In particular, the TRIZ designers can use 39 improving and
worsening features, and 40 inventive principles to solve design pro-
blem, as shown in Table 1. However, the interpretation of each sug-
gested inventive principle is very subjective, therefore, the solutions
rely on the creativity of the designers. TRIZ-inspired solution has been
widely applied in several fields, such as software development [33],
service quality [34], and engineering [35-37]. Furthermore, several
TRIZ-inspired metaheuristic algorithms have been proposed to address
real life problems. For example, Duran-Novoa et al. (2011) [38] pro-
posed evolutionary algorithm (EA) based on TRIZ-inventive solutions to
tackle inventive problem based on dialectical negation. Specifically, a
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sections.

3.1. Stage I: filter approach

In this stage, a relatively recent modified version of Minimum
Redundancy Maximum Relevancy (MRMR), known as robust MRMR
(rMRMR) [10], was employed to perform filtering process that is bound
to give rank score for all genes in the gene selection problems. This
filtering process was carried out by rMRMR in order to reduce high
dimensionality of the original dataset and feed the wrapper approach
with discriminative genes. Similar to MRMR, rMRMR tries to find genes
that have maximum relevancy with class and minimum redundancy
between them. But in contrast to MRMR, the relevancy computation
process relies in ensemble of filters metrics over various characteristics
(distance, probability distribution, information theory, etc.), where
MRMR proceed relevancy computation in only one filter metric (i.e.,
mutual information). MRMR has weakness related to high variability in
the classification performance, which is also existing in any single filter
approach. Therefore, rMRMR is proposed to overcome this weakness
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Table 1
The 40 inventive principles of TRIZ.
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1.Seqmentation

5.Merging

9.Preliminary Anti-Action
13.”The Other way round”
17.Another Dimension
21.Skipping

25.Self-Service

29.Pneumatics and Hydraulics
33.Homogeneity

37.Thermal Expansion

2.Taking Out

6.Universality

10.Preliminary Action
14.Spheroidality-Curvature
18.Mechanical Vibration
22.”Blessing in Disguise”
26.Copying

30.Flexible Shells and Tin Films
34.Discarding and Recovering
38.Strong Oxidants

3.Local Quality

7.”Nested Doll”
11.Beforehand Cushioning
15.”Dynamisation”
19.Periodic Action
23.Feedback

27.Cheap Short-Living Objects
31.Porous Materials
35.Parameter Changes
39.Inert Atmosphere

4.Asymmetry

8.Anti-Weight
12.Equipotentiality

16.Partial or Excessive Actions
20.Continuity of Useful Action
24.”Intermediary”
28.Mechanics Substitution
32.Color Changes

36.Phase Transitions
40.Composite Materials

and increase the robustness and stability of MRMR. The general me-
chanism of rMRMR is summarized as follows, pseudo-code is given in
Algorithm 2.

Step 1: Initialization.

In this step, three popular filters, ie ReliefF, Chi-Square and
Kullback-Liebler, were chosen from a wide range of filters. Each single
filter will be executed independently, and then all genes were evaluated
and scored according to its discriminative power. The genes scores
obtained from each filter are combined or aggregated into one gene
ranking list by using ‘Mean’ of the scores (lines 6 to 12 in Algorithm 2).

Step 2: Hybridization.

The ranking gene list obtained from ensemble of filter will be

hybridized with filtering process of MRMR, as follows. Firstly, in the
temporary evaluation (lines 16 to 18 in Algorithm 2), the initial gene
relevancy scores are assigned in accordance with corresponding gene
scores (i.e., Mean score) in the ranking gene list. Secondly, in gene
relevancy score (lines 26 in Algorithm 2), the calculation of relevancy
score relies on two metrics: mutual information I(G,,c) and ranking
gene list R(G;). The main reason of this integration process is to in-
troduced diversity in order to avoid the bias result of single filter and
thus enhance the robustness and stability of MRMR.

Step 2: Filtering process outcomes.
In this step, the top ranked genes that meet the predefined threshold

assigned by the user, will be passed to subsequent stage to further select
a small set of meaningful genes.

v

<
e

Microarray Initial Datasets

St

Ensemble filter methods

(ReliefF, Chi, KL)

Aggregate gene list

l

Ensemble gene list coupled
With MRMR filtering process

Intialize each bat (X]) in the swarm with
random O’s or 1’s correspond to highly
ranked genes obtained from filter stage

¥

Generate corresponding subsets of
bats/solutions from microarray dataset.

v

Evaluate fitness of X/ using Fittness
function

!

Fly each Xi using Eq (2.10 to 2.12)

i

Each single bit (X;) will flip-flop from 0 to 1
according to updated velocity value as
formula in Eq(4.5 and 4.6)

[

Triz Operators on each Bat (Xi)

Dynamization Operator

!

Segmentation Operator

'

Local quality Operator(intra-group mode)

!

Local quality Operator(inter-group mode)

|

Evaluate fitness of all bats

Rand> A
&&
F(X)<F(X*)

Accept the new solutions
Update r; Using Eq.(2.14)
Update A, using Eq.(2.15)

Rank the bats Xi and
update Xbest

topping
Criterion

N

Fig. 1. Flowchart of the proposed method (rMRMR-MBA) for gene selection problem.
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Algorithm 2. Hybrid MRMR with ensemble of filter methods
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Algorithm 2 Hybrid MRMR with ensemble of filter methods

. Input:

. D(G1, Ga,....,Gy) Dataset with m genes.
. class c, no of genes to select n.

. k: number of selected filters.

Ensemble of filters
cforie{1,...,k}do
forj € {1,...,m} do
Employ F; to compute score of gene G;
end for

VO DAL =

10:
11: end for

Rank genes according to the score of G4, and get new ranking F;(G;),j = 1,

. k selected filters F € [Chi-Square, ReliefF, Kullback-Liebler]

12: Create gene ranking list R by combining k different filters F;(Gj),i =1, ...,k Vj with arithmetic mean.

MRMR

SALL ~—12,...G

S« ¢

Sq +— ¢

foreach G € {1,...,m} do
I(Gi,c) = R(GZ)

end for

13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:

fori =1to MAX do

Sa + Sa U argmaz I(Gj,c)

i€SALL\Sa
end for
S « argmazx I(G;,c)
i€ESALL

while Length(S) < n do

for each z € S, \ S do

MAX = Min(Length(Sarr),1000) //length(Sar 1) return the number of elementsin Sarr,

Relv(Gy) = I(Gg, ¢) * R(G;) // Enhance Relevancy computing

27:
28:
29:
30:

Red(Gz)
end for
S «+ SUargmax, (Relv(Gy) — Red(Gy))
end while
Output

1
= Length(S) ZyES I(Gz, Gy)

31: Build SVM classifier based on top high ranked genes.

3.2. Stage II: wrapper approach

In this stage, wrapper approach is performed for further filtering
process and seek for the most informative subset of genes from the top
ranked genes, which are obtained by rMRMR. BA is modified by in-
serting new operators inspired from TRIZ to refine the search space
effectively. As BA is population based algorithm which has the cap-
ability of managing a population of solutions at the same time, how-
ever, it provides a wide coverage in the search space but without
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operating extensive local search on single region in the search space.
Therefore, a couple of TRIZ principles are formulated as optimization
operators to exploit each single search space region effectively. The
ultimate goal of our proposed method is to maximize classification
accuracy while minimizing the number of selected genes. The pseudo-
code of the proposed method is presented in Algorithm 3. The com-
ponents and process of the proposed method in Stage II are illustrated
in the following sections:
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Algorithm 3. Modified Bat-inspired algorithm
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Algorithm 3 Modified Bat-inspired algorithm

. Input:

. «, 7, number of bats

. Initialize pulse rate r; and the loudness A;.
: Genes={g1,92,---,9D}

: Initialize a population of bats

. for a=1tonumber of bats do

. end for
. Find xGbest | where Gbest € (1,2, ..., N)
10: while itr < Total_iterations do

XU AW —

Evaluate fitness value of the bat(a) based on 10-fold-CSV SVM and number of Genes [equation 7 ]

11:  for j=1to N do
12: for i =1 to number of genes(D) do
13: fj‘: fmzn+(fmzn_fmax) XU(O, 1)
14: ’U? — Uz? + (:EZ _ miGbest) X fj
15: sigmoid(vy) = +ﬂ
) 1+e i
16: if sz‘gmoz‘d(vf) > U(0,1) then
17: ) =
18: else
19: 2 =0
20: end if
21: end for
22: Start Runing TRIZ inspired optimisation operators
23: x'" = Split (x')
24: 2'" = Mutation(z"’)
25: 2= 2-Opt(z'")
26: x'=Swap(x'""")
27: End Runing TRIZ inspired optimisation operators
28: if U(0,1) > r; then
29: Select a solution among the best solutions randomly.
30: Generate a local solution around the selected best solution.
31: end if
32: Generate a new solution by flying randomly
33: ifU(0,1) < Aj and f(x'7) < f(xCes!) then
34 x) =x"
35: fx7) = f(x'7)
36: Aj = O(Aj
37: ry = 7‘?(1 — e(_"’itr))
38: end if
39:  end for
40: Update x&?¢st | where Gbest € (1,2, ..., N)
41: end while
42: Output
43: return xGbest : best gene subset with highest fittness value.
44: End

3.2.1. Solution representation

In the context of optimization, gene selection problems are types of
combinatorial problems, in which search space formed by candidate
gene subsets [40,41]. The gene search space is expanded and become
complicated to be addressed by increasing the number of genes. To
introduce mathematically, if N represents the number of genes, there
are [2"] candidate subsets of genes.

Each candidate solution (i.e., solution x) advance to gene selection
problem is represented by a binary string of length N, x = (x1,x5,
...,Xy), where the gene is preserved if the corresponding bit x; in the
candidate solution equals 1. Otherwise, the gene is discarded.

119

3.2.2. Fitness function

As aforementioned, each candidate gene subset is a series of 0's and
1's bits. Genes coded in ones will only be considered in the evaluation.
The fitness function used to evaluate the effectiveness of each in-
dividual solution is presented in the Eq. (7) [42].

C| - IR
axR(D)+6x%

)
where aR(D) stands for the classification accuracy estimated by running
ten multiple cross-validation with SVM classifiers, on the training da-
taset on the basis of gene subset R to decision D. The gene subset size is
denoted by |R|. |C| is the total number of genes. The two weighting
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Full Bat’s representation

(o 1fofof2fofa]a]of]

Group size, s=2 (even group size)

[ofa] [ofof [2]o][a]e] o]

Group size, s=7 (uneven group size)

[of 1] ofofsfofa] [2]ofs]

Fig. 2. The segmentation operator.

Before application of local quality operator for intra-group:
Group size, s=6.

[of 2] ofofsfo] [2]2]of1]

Mutation Operator

(o s1]s]ofafo] [2]ofo]1]

2-Opt Operator
(Divide each group into two randomly sub-groups)
Sub-group Sub-group Sub-group

[o]sfs] o] [afo]] [2]0]

(Divide each group into two randomly blocks)
Bits reversed Bits reversed

[oT e[sTo] [ofa]] [2]o] [a]o]
(Reconnected the sub-groups)

ol i[1lolols]  [1lofa]o]

Fig. 3. The Local Quality operator in the intra-group mode.

Sub-group
[o]1]

Before application of local quality operator for inter-group:
Group size, s=3.

[of e[ of [ofafo] [2fz]s]
(Swap Operator)

- Swap —
[of o] [ofafo] [a]a]s]
(After Swap Operator)

(1fafs] [ofafo] [ofs]o]

Re-connected all groups
(New Bat’s Representation)

[1]2]2]ofsfofof 1] o]

Fig. 4. The Local Quality operator in the inter-group mode.

factors a@ and f are related to classification accuracy and gene subset
length, respectively. a € [0,1] and 8 = (1-a). The classification accu-
racy is more important than the subset length. In this paper, a is set to
0.8 [3,42].
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3.2.3. Incorporating TRIZ operators with bat algorithm

In this stage, BA is modified, called MBA, by adding extra optimi-
zation search operators inspired from TRIZ inventive solution to pro-
mote the searching process into basic BA and effectively explore the
interaction among the genes. According to the description of TRIZ in-
ventive principles, three principles are selected to be formulated as
optimization search operators. These principles include dynamization,
segmentation and local quality. They divided each object/solution into
several groups and subsequently alter each group to examine the in-
teraction among genes in order to produce an inventive solution for a
given problem. In the context of gene selection optimization problem,
the behavior of these principles could be formulated as optimization
operators to optimize the gene search space, which are namely TRIZ-
inspired optimization operators. The incorporation of TRIZ-inspired
optimization operators with BA algorithm is presented in flow chart in
Fig. 1 and pseduocoded in Algorithm 3.

Based on the flow chart, MBA start running its searching process by
establish an initial population, and then they evaluated using fitness
function, as shown in Eq. 7. After that bat motion step, each bat in the
population is manipulated by TRIZ-inspired optimisation operators
(dynamization, segmentation, and local quality). The optimization
function of each operator are discussed as follows:

Dynamization Operator In this operator, the solution representa-
tion of the current bat is maintained, but it will be divided into
groups in the subsequent operator. The main function of dynami-
zation operator is to determine the number of elements in the groups
at each iteration. Notable, the number of elements in the groups is
generated randomly and control the number of divided groups in the
subsequent operator.

Segmentation Operator In this operator, the current bat is divided
into several groups according to the number of elements in each
group (N) that assigned by dynamization operator. If the solution
size of the current bat is divisible by (N), then the size of each group
is even. Otherwise, the size of each group is uneven. Fig. 2 illustrate
the process of segmentation operator.

Local Quality Operator The main task of local quality operator is to
apply variation in each group in the solution. This task can be for-
mulated as optimization task by means of using neighborhood
search operators to give variation or diversity in each part in the
solution. In this research, the local quality operator is applied into
two modes: (1) intra-group mode (within a group); and (2) inter-
group mode (between groups). For Intra-group mode, two neigh-
borhood search operators are applied in each group, which are
mutation operator and 2-Opt operation. In mutation operator, a
random position in each group is generated and its value is flipped
to “1” if it “0” and vice versa. While in the 2-Opt operation, each
group is further divided into two sub-groups. One of the two sub-
groups is reversed and the other is maintained. This process is ended
by recombining the sub-groups. The entire process of intra-group
mode is illustrated in Fig. 3. For the inter-group mode, new ar-
rangement in the sequence of the groups is taken place by using
swap operator. In practices, two random groups are selected and
then their positions are swapped in the groups sequence. Fig. 4
shows the process of the inter-group mode.

In the remaining process, MBA completed its search procedure as
similar as basic BA, where Pulse rate and Loudness are operated to
further optimize the current bat/solution. Eventually, the entire search
procedure of MBA is iterated until the termination condition is met. If it
is met, then MBA output best fitness bat represents the most predictive
gene subset with minimum number of genes.
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4. Time complexity of the proposed rMRMR-MBA

The time complexity required to execute the proposed rMRMR-MBA
method is depend on the complexity of the operator of rMRMR and
MBA methods. The rMRMR as pseudocoded in Algorithm 2 requires
¢(n x m) where n is the number of selected genes while m is the total
number of genes. On the other hand, the time complexity of the MBA
depends on two parts: the BA operators and the proposed Triz-inspired
operators. According to the pseudocode of MBA shown in Algorithm 3
(Lines 10-41), the time complexity is ¢ (Totalterations X N x D). Note
that the Triz-inspired operators required time complexity as follows: the
Split function requires ¢(D/2), the Mutation function requires ¢ (D/2),
the 2-Opt function requires ¢(D/2), and the Swap function requires
¢(2). In a nutshell, the overall time complexity for the proposed
rMRMR-MBA method is ¢ (Totaliterations X N X D) where Total;terations
refers to the maximum number of iterations, N refers to the number of
bats (i.e., solutions), while D is the total number of genes (i.e., solution
dimensionality). It is worth mentioning that the time complexity is also
depends on the time complexity required to calculate the objective
function by SVM. Therefore, the time complexity is calculated regard-
less the computational time required for calculating the objective
function value at each iteration for each generated solution.

5. Experimental setup and results

The performance of the proposed method rMRMR-MBA is evaluated
using 10 gene expression datasets, which were taken from the http://
csse.szu.edu.cn/staff/zhuzx/Datasets.html. In our experi-
ments, the involved algorithms in both stages were programmed using
two languages (i.e., Java and Matlab). In filter stage, rMRMR is im-
plemented using Matlab, while other filters (i.e., ReliefF, Chi-Square,
and Kullback-Liebler) are implemented in java using weka tool [43]. In
wrapper stage, modified BA and SVM are implemented using java. In
particular, SVM was implemented using LIBSVM [44]. All the experi-
ments are performed on an Intel Core Quad 2.66 GHz CPU with 4 GB of
RAM.

5.1. Dataset used

The selected benchmark datasets include “Breast”, “MLL”, “Colon”,
“ALLAML”, “ALLAML-3C”, “ALLAML-4C”, “Lymphoma”, “CNS”,
“Ovarian” and “SRBCT” datasets. These datasets are commonly used in
many studies and cover the example of small, medium, and large di-
mensional datasets. The characteristics of the selected datasets are
summarized in Table 2. Table 2 contains the number of genes (#
Genes), number of samples of each dataset (# Samples) and the number
of classes (# Classes).

5.2. Parameter settings

In both stages (i.e., filter and wrapper), the parameter setting values
are assigned based on some preliminary experiments and based on
previous parameters from the referenced papers. In filter approach, the
threshold for the top ranked genes in rMRMR is assigned to 50, which is
in accordance to previous studies [5,13,45,46]. In wrapper approach,
for MBA, the parameters used in the algorithm are number of artificial
bats, minimum frequency (F;,), maximum frequency (F.,), loudness
(A), pulse rate (r), a and y. These parameters values are carefully se-
lected based on some preliminary experiments and based on the pre-
vious parameter setting theory concluded by other studies using BA
[20,28,47]. For SVM, Radial Basis Function (RBF) kernel is selected to
perform classification task, as well as traditional grid search algorithm
was experimented to give the best parameter values for RBF kernel
[48]. The parameter setting values of the MBA are shown in Table 3.
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Table 2

Datasets characteristic.
Datasets # Genes # Samples # Classes
Breast 24,481 97 2
MLL 12,582 72 3
Colon 2000 62 2
ALL-AML 7129 72 2
ALL-AML-3C 7129 72 3
ALL-AML-4C 7129 72 4
Lymphoma 4026 62 3
CNS 7129 60 2
Ovarian 15,154 253 2
SRBCT 2308 83 4

Table 3

Parameter setting of the proposed method.

Algorithm Parameter Selected value
BA Number of artificial bats 100
Frnin 0.3
Frnax 1
A 0.5
r 0.5
a 0.9
Y 0.9
Table 4
Comparsion between BA and MBA.
Algorithm Dataset
Breast MLL Colon ALL-AML ALL-AML3c
BA |#G]  15.63 10.67 10.16 5.23 7.17
ACC 90.34 100 93.33 100 100
(I#F) 86.02 95.73 90.60 97.91 97.13
MBA |#G|  18.37 10.3 9.7 5.03 6.23
ACC 93.75 100 94.30 100 100
(I#F) 87.65 95.88 91.56 97.99 97.51
T-Sig. * - _ _ *
ALL-AML- Lymphoma CNS Ovarian SRBCT
4c
BA [#Gl  10.2 13.97 19.23 3.9 11.06
ACC 99.68 100 96.94 100 100
(I#F) 95.67 94.41 89.86 98.44 95.57
MBA |[#G|  10.23 8.83 16.43 3.93 10.47
ACC 100 100 99.61 100 100
(|#F) 95.91 96.47 93.12 98.43 95.81
T-Sig. - * * _ *

5.3. Effect of Triz-inspired operators on the performance of MBA

In this section, the effect of TRIZ-inspired operators on the con-
vergence behavior of the MBA is studied. Furthermore, the MBA is
compared with basic BA. Both methods were executed 30 independent
runs. The experimented results in terms of average classification ac-
curacy (ACC), the average number of selected genes (| # G|), and the
average fitness value (| # F|) were presented in Table 4. In order to show
significant statistical difference between both methods, Wilcoxon
signed-rank statistical test was used. Moreover, the best results of ACC,
| # G| and | # F| are highlighted in bold font.

In Table 4, T — sig row, with the probability range of a < 0.05,
‘«‘implies that the results achieved by MBA method are significantly
better than the BA, while ‘—‘implies that the results achieved by MBA
method are not significantly better than the BA. Wilcoxon signed-rank
statistical test is considered only fitness to process statistical calculation
due to fitness value composed of classification accuracy and number of
selected genes.

As shown in Table 4, MBA achieved higher classification accuracy
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than BA on nine datasets (i.e., Breast, MLL, Colon, ALLAML, ALLAML-
3C, ALLAML-4C, Lymphoma, CNS and SRBCT). In other hand, BA
achieved higher classification accuracy than MBA in only one dataset
(i.e., Ovarian). In term of classification and number of selected genes,
MBA has resulted in higher classification accuracy and smaller number
of selected genes on seven datasets (i.e., MLL, Colon, ALLAML, AL-
LAML-3C, Lymphoma, CNS and SRBCT). In Ovarian dataset, BA showed
slightly better results than MBA. In the remaining two datasets (Breast
and ALLAML-4C), none of the both methods can overcome each other in
both measurements. In term of fitness function, MBA yields higher fit-
ness value (| # F|) than BA on all datasets except Ovarian dataset.
Table 4 also shows the results of wilcoxon signed-rank statistical test
between MBA and BA. It can be inferred that there are significant dif-
ferences in favor of MBA in five datasets (i.e., Breast, ALLAML-3C,
Lymphoma, CNS, and SRBCT).

The convergence behaviour for both methods is plotted on all ex-
perimented datasets, as shown in Fig. 5. The convergence behaviour
trend of MBA is significant better than BA on three datasets (i.e., Breast,
Lymphoma, and CNS). For (MLL, Colon, ALLAML, ALLAML-3C, AL-
LAML-4C, and SRBCT), even though MBA perform slightly worse than
BA in these datasets in early stage of evolution, but in late stage of
evolution the MBA is able to converge better than BA. On the other
hand, for only one dataset(i.e., Ovarian), the convergence trend of BA is
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slightly better than MBA. In summary, the experimental results de-
monstrated that MBA produced best compromise between the classifi-
cation accuracy and number of selected genes on most of experimented
datasets. The outstanding results of TRIZ-inspired optimization opera-
tors that assist BA further explore the interaction between the genes
that managed it to access the most interesting region in the search space
which consists of small set of relevant and informative genes.

In terms of diversity behavior of the proposed rMRMR-MBA, as
shown in the boxplots in Fig. 6 for all dataset used, the proposed
method is able to maintain the diversity during the search and converge
to the highly accurate results.

5.4. Comparative evaluations

In this section, the effectiveness of the proposed method is further
assessed by comparing rMRMR-MBA with the state-of-the-art methods,
as shown in Table 5. The results reported in Table 6 are based on
average criteria over multiple independent runs for each method, in-
cluding the average of the classification accuracy (ACC) and the
number of selected genes (#G). The best results are highlighted in bold.

According to the Table 6, rMRMR-MBA has resulted higher or si-
milar classification accuracy than other comparative methods on nine
out of ten datasets. In only ‘Colon’ dataset, ’IMRMR-MBA is ranked third
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Fig. 6. Boxplots for all datasets to show the diversity behaviour of the proposed rMRMR-MBA.

after LDA-GA and MRMR-GA. In term of classification accuracy and
number of selected genes, the proposed method obtained the lowest
number of selected genes with highest classification accuracy results on
two out of ten datasets (i.e., ALL_AML _3c, Ovarian), and competitive
results on the remaining datasets.

6. Conclusion and future work

In this paper, an efficient filter/wrapper method was proposed to
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address gene selection problem. In the proposed method, rMRMR is
used as filter approach while MBA and SVM are used as wrapper ap-
proach. In wrapper approach, BA algorithm, which represents the
search engine in wrapper approach, is improved by incorporating
within the searching procedure further optimisation search operators.
This is to promote a wide coverage in the gene search space and in
particular explore the interaction between the genes effectively.

Ten high dimensional well-known gene expression dataset are ex-
perimented to test the performance of the proposed method. The
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Table 5
Key to comparative methods.
Key Method name Reference
CFC-iBPSO Correlation-based Feature Selection with improved-Binary Particle Swarm Optimization [18]
IG-SGA Information Gain and Standard Genetic Algorithm [49]
MRMR-BA Minimum Redundancy Maximum Relevancy with a Bat-Inspired Algorithm [28]
HSA-MB Hybridising harmony search with a Markov blanket for gene selection problems [13]
MBEGA Markov Blanket-Embedded Genetic Algorithm for gene selection [45]
MRMR-GA Minimum Redundancy Maximum Relevancy with a Genetic Algorithm [2]
MA-C Correlation-based memetic framework [50]
BPSO-CGA Binary Particle Swarm Optimisation and a Combat Genetic Algorithm [12]
BIRSW Best Incremental Ranked Subset [51]
LDA-GA Fisher Linear Discriminate Analysis-based Genetic Algorithm [52]
Table 6
Results of comparison between rMRMR-MBA and the state-of-art methods.
Datasets M rMRMR- HSA-MB  MBEGA [45] CFC-iBPSO MRMR-BA IG-SGA MRMR-GA MA-C BPSO-CGA  BIRSW [51] LDA-GA
MBA [13] [18] [28] [49] [2] [50] [12] [52]
Breast | # G| 12.63 5.06 14.5 32.7 18.3 - - 183 - - -
ACC 95.4 80.06 80.74 92.75 88.8 - - 95.26 - - -
MLL | # G| 8 6.6 32.1 30.08 19.03 - - 108 - - -
ACC 100 99.55 94.33 100 79.86 - - 100 - - -
Colon | #G| 12.27 4.16 24.5 4.2 8.13 60 15 - 214 3.5 7
ACC 97.85 90.27 85.66 94.89 93.12 85.48 98.39 - 96.7 85.48 99.83
ALL_AML | # G| 4.07 5 12.8 4.3 5.23 3 15 387 300 2.5 3
ACC 100 99.34 95.89 100 100 97.06 100 99.56 100 93.04 99.5
ALL AML3c |#G| 5.33 5.84 18.1 6 7.27 - - 394 - - -
ACC 100 99.18 96.64 100 100 - - 99.53 - - -
ALL AML 4c |#G]| 6.73 6.37 26.2 20.7 11.03 - - 386 - - -
ACC 100 96.79 91.93 97.63 99.77 - - 98.61 - - -
Lymphoma | #G| 8.13 3.75 34.3 24 37.73 - 15 - 196 10.3 -
ACC 100 99.99 97.68 100 86.36 - 98.96 - 100 82.14 -
CNS | # G| 11.2 7.43 20.5 10.5 19.2 38 - 374 - - 4
ACC 100 84.17 72.21 95.84 94.22 86.76 - 97.78 - - 99.3
Ovarian | # G| 3.07 5.73 9 3.3 3.83 - - 247 - - 6
ACC 100 99.81 99.71 100 100 - - 100 - - 97.4
SRBCT | # G| 9.13 8.9 60.7 34.1 12.83 - - 526 880 - -
ACC 100 99.57 99.23 100 100 - - 100 100 - -

characteristics of these datasets varied in terms of number of genes,
samples, and classes. The evaluation process involved two phases. In
the first phase, BA is evaluated with and without TRIZ-inspired opti-
mization operators. The evaluation is achieved based on three criteria:
number of selected genes, classification accuracy, and fitness function
value. In term of classification accuracy and number of selected genes,
the proposed MBA have resulted better compromise on most of ex-
perimented datasets. In term of fitness function value, MBA produced
higher fitness function value (|F|) than BA on all datasets except
‘Ovarian’ dataset. In the second phase, the proposed rMRMR-MBA is
compared against the state-of-art gene selection methods. rMRMR-MBA
achieved equivalent or higher classification accuracy than other com-
parative methods on nine out of ten datasets. In other hand, in terms of
classification accuracy and number of selected genes, rMRMR-MBA
achieved the best overall results on two out of ten datasets (i.e., ALL-
AML3c, Ovarian) and competitive results on the remaining datasets.

The formulation of TRIZ-inventive solution as optimisation search
operators and integrated them with BA algorithm, result in practical
and effective gene selection tool that capable to produce the most
biological relevant genes related to disease. For future work, the per-
formance of the proposed method can be investigated using new class of
machine learning algorithm (i.e., Deep learning). Furthermore,
rMRMR-MBA can be expanded to other high-dimensional datasets, in-
cluding image and test data.
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