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ABSTRACT

Although the tourism industry has continued to exert a significant impact on economies of most destinations, the impacts of political (in)security, socioeconomic and financial dynamics in the destination countries are equally playing decisive roles. Mirroring from this perspective, this study examined the role of political risk, exchange rate and inflation rate on the inbound international tourists in the panel of 76 destinations over the period 1995–2017. By employing the Pooled OLS (Ordinary Least Square) and the Generalized Moment of Methods (GMM), the estimation results suggest that the political risk is a significant impediment to the growth of total tourism arrivals in the panel countries. In addition, high exchange and inflation rates, respectively, impact international tourism arrivals (ITAs) in a positive and negative pattern. Moreover, the findings show that the impact of political risk on ITAs is significant, and has a positive and negative effect in the low- and high-risk destinations, respectively. While the study urges for a formidable drive towards sustainable conflict resolution in destination countries, it further presents recommendations for preventing potential spillover effects in the event of the political, economic or financial crisis.
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1. Introduction

Tourism is growing drastically amidst terrorism, political instability, economic problems and high inflation in diverse countries. The massive inflow of tourists to different countries is increasing on a daily basis and tourism activities contribute to economic output. For instance, in 2016, according to the report of Travel and Tourism Economic Impact (WTTC, 2017), 300 million jobs were created, thus yielding an increased income to the tune of 7 trillion US dollars. Additionally, the World Travel and Tourism Council (WTTC, 2019) noted that the tourism sector created 319 million jobs in 2018 and contributing about 10.4% to the global GDP.

Several recent literature have highlighted the relevance of tourism inflow to an economy (Akadiri et al., 2019; Alola & Alola, 2018; Alola, Alola, et al., 2019a; Alola, Cop, et al., 2019b; Kim et al., 2018). The prediction of tourist arrival for 2019 (UNWTO 2018) saw the limelight as international tourist arrivals grew by 4% in the first half of 2019. The growth in the tourism industry was evident in most of the
countries across the globe. For instance, the Middle East witnessed the highest tourist arrival of 8% plus, followed by Asia and the Pacific which grew by +6% and 4% growth rate for the European region, respectively, Africa’s growth rate is reported as +3% and a 2% plus growth in the Americas. Given the sub-regions’ verdict, the Caribbean witnessed the highest growth of 11% plus, the North Africa by +9%, while +7% growth was seen in North-East Asia. Thus, giving credence to the previous forecast by the UNWTO concerning tourism arrival, the growth is undoubtedly positive.

Notwithstanding the fascinating development, the tourism industry has not been without undesirably dynamic economic indicators, such as trade, technological tension and other socioeconomic factors, across the world. For instance, the political instability witnessed in some part of the globe, the recent America–China trade dispute, the prolonged Brexit debacle are few of the global events that have the potential to signal a shock in tourist inflow. Although growth has been driven by cheap flights, easy visa facilitation, increased air connectivity, strong economy, the political unrest in most countries across the globe and tourism and political issues are becoming important impediments to tourism growth (Ghalia et al., 2019). Political instability, according to notable researchers, has a huge impact on tourism (Perles-Ribes et al., 2019). The tremendous overdependency on safety and political stability has hindered the success of tourism in certain areas amidst terrorist attract that is becoming prevalent in the globe.

Recent scholars have unanimously added valuable contribution to the existing related literature for instance Perles-Ribes et al. (2019), for the case of Spain, Kebede (2018) for the case of Ethiopia, Lanouar and Goaied (2019), for the case of Tunisia. Expectedly, these politically unstable countries are reportedly experiencing decline in tourism arrival. The rate of tourism activities and the number of tourist visitations increase significantly in countries with lower levels of political risk. Tourism provides employment and increases the nation’s GDP (Faber & Cecile, 2019). Moreover, some other factors, such as the inflation, fluctuation in exchange rate and real exchange rate, are also perceived to affect tourism (Ongan & Gozgor, 2018; Wu & Wu, 2019).

Considering the aforementioned motivations, the current study attempts to investigate the role of political risk vis-à-vis political instability or political uncertainty, the real exchange rate, the Gross Domestic Product and inflation on the inbound of international tourists. By employing the dataset of 76 countries across the regions of the world (see the list of the countries in Appendix A1), an experimental period of 1995–2017 is employed by using both the Pooled OLS (ordinary least square) and the Generalized Moment of Methods (GMM) quantitative approaches. Hence, in addition to the specified objectives of the study, the novelty of the current study is found to be laudable in different ways.

- This study employs two approaches (the Pooled OLS and GMM) in a novel framework; thus, this presents both complimentary and robust dimensions to the conceptual estimation.
- This study also uses the comprehensive Political Risk Index scores, which include the components of government stability, socioeconomic conditions, socioeconomic conditions, internal conflict, external conflict, corruption, military in politics, religious tensions, law and order, ethnic tensions, democratic accountability and bureaucracy quality.
- In addition to studying a wider spectrum of countries from all the regions globally, the current study further categorizes and examines the countries when separately grouped as low and high political risk countries in a novel approach.

Then, rest of the study is arranged in the following folds. The next fold presents the literature review under sub-sections of the potential determinants of international tourism arrivals. The second fold which is the third section presents both the data description and methodology, while the fourth section describes the result of the investigation. In the last section of this study, the conclusion, policy implication and the direction for future study are presented.
2. Literature review: tourism determinants

Tourism demand forecasting plays an important role in tourism industry (Law et al., 2019). To measure and identify tourism demand, based on the suggestions made by Santos and Cincera (2018), arrivals and departures of tourists and the duration of their stay are as crucial as their expenditure and income. In addition, travel export and import and finally the number of nights they spend in tourist accommodations are all important determinants of tourism development. Indeed, globalization and the real income of countries regarding the tourism sector are in line with the determinants of environmental sustainability (Saint Akadiri et al., 2019a). As an industry, tourism substantially influences development and economy. In 2016 alone, it raised more than US$ 7 trillion globally and created around 300 million jobs (or: in 2016 alone, tourism accounted for just above 10% of global Gross domestic products as well as a tenth of all jobs on the planet) (Travel and Tourism Economic Impact, 2017). Due to its significance in economy and higher reliance on its returns, a detailed understanding of its influential dynamics is of paramount. Extensive literature already exists, focusing on the economic determinants of tourism development (e.g. cost, national income and price) (Crouch, 1994; Gray, 1970; Kim et al., 2018; Kim & Song, 2001), as well as other non-economic determinants of inbound tourism (e.g. travel risk, heritage, infrastructure and technology) (Fischhoff et al., 2004; Su & Lin, 2014; Zhang & Jensen, 2007).

2.1. The impact of political stability

With current political unrest around the world, the interactions between tourism and political situations along with terrorism become increasingly important (Ghalia et al., 2019). Based on the findings illustrated by Saha, S., & Yap, G. in 2014, political instability has a far greater effect on tourism than unprecedented isolated incidents of terrorist attacks. Expectedly, these attacks in politically stable countries can actually hamper tourism development, because tourist inflow is expected to suffer significant setback in countries with higher levels of instability. More so, the combination of political uncertainty, terrorism activities and other unpleasant situations resulting from riots, wars and social unrest is endangering the tourism industry, thus causing negative impacts on tourism development.

In some circumstances, one of the greatest hindrances to the expansion of tourism is military coups. During such time, the government is mainly focused on managing the violence to avoid interference with the economic activities. Therefore, long-term plans are suspended, especially those intended for the development of the tourism industry. This perception of military-economic interference is supported by a study performed in the case of Fiji by Fletcher and Morakabati (2008). The study opined that after the coup in Fiji in 2000, the country suffered a total decrease of 35% in tourism receipts and hotel occupancy rate fell by 15–20%. It took Fiji more than 3 years to rise back to the pre-coup extent of sectoral development (Fletcher & Morakabati, 2008). Furthermore, Cothran and Cothran (1998) opined that countries with the potential to depend on tourism industry should endeavour to establish stable governmental policies with comprehensive institutions. The study observed that this approach is important in order to expand their tourism inflow. The study further opined that political risk, in turn, could be reduced by improved diplomatic relationships, safety and security within and outside a nation’s territory. Hence, political stability plays an important role in tourism development; it potentially influences trade and culture, infrastructure development, job availability, revenue generation and importantly affects the integration of the people.

Similarly, the effect of political dynamics on tourist inflow was established in the study of Eilat and Einav (2004). The study informed that a country’s political risk has a pivotal role in the country’s tourist attraction. In addition, the political dynamics of a country is believed to affect the supply side of the tourism industry, so also are political risk and maladministration (Hyndman, 2015; Saha & Yap, 2014). Importantly, the period of political tension expectedly causes many service providers to go out of business. In the absence of peace and security, due to the involvement of military forces in politics,
it is also expected to deter tourism growth (Hyndman, 2015; Khalid, et al., 2019; Saha & Yap, 2014). The activities within the tourism sector and the number of tourists especially increase significantly in countries with lower levels of political risk. Factors like GDP per capita, population, distance to tourism destination, existence of common border and language are critical in this respect. Revenues from tourism constitute a significant portion of national GDP and vice versa. Since economic expansion could promote tourism development, developing countries could expectedly advance their tourism industry development through economic expansion by employing policies that reduce political risk and improve institutional quality (Faber & Cecile, 2019).

2.2. The impact of exchange rate

The efficacy of the economic policy uncertainty on tourism demand was examined in a study conducted by Işık et al. (2019). The study stated that tourism demand is affected more by economic uncertainties related to political issues than by any other well-established economic or non-economic factors. By using the case of the United States, the study demonstrated the impact of the economic policy uncertainty (EPU) index on tourism demand between January 1996 and September 2017. The study examined the international tourist arrivals (a measure of tourism demand) from Mexico and Canada and proved that EPU is a significant predictor. With higher values of the EPU index tourism demand to the United States decreased, especially for the Canadian tourists (The vacation time spent by the Canadians in the United States was significantly lower than that of the Mexicans during times with higher EPU indices).

A study was carried out to evaluate a rarely studied bilateral relation (a rare study) between Turkey and Spain (since both countries are trade partners) by using the non-linear ARDL co-integration approach (Işık et al., 2019). The study opined that the trade balance in Spain seems to be positively influenced by tourism, since Spain has the highest rate of tourist arrivals in the world. Moreover, Işık et al. (2019) maintained that the depreciation of the Euro (currency) increases tourist arrivals from Turkey considering the short-term and long-term evaluation of the exchange rate impact on trade balance in tourism with Turkey. On the other hand, the appreciation of the Euro does not affect Spain’s tourism balance significantly. Another study of Dogru et al. (2019), by using the linear and non-linear autoregressive distributed lag (ARDL) co-integration techniques, shows the effects of exchange rate depreciations and appreciations have an impact on the tourism trade balance, especially in regard to the bilateral relations between United States (U.S.), Canada, Mexico and the United Kingdom (U.K.). The study showed that the devaluation of the U.S. dollar improves the U.S. trade balance with all the three trading partners. Contrarily, even though the appreciation of the U.S. dollar has a negative effect on the U.S. bilateral tourism trade balance with Canada and the U.K., it does not affect its relationship with Mexico in the long term, which provides evidence against the J-curve theory, thus supporting the ML condition.

The buoyancy of tourism activity and its relationship with exchange rate fluctuations are perceived to impact the attraction of tourists to a destination. According to the series of surveys carried out in ten European countries (Denmark, Norway, Sweden, Switzerland, Czech Rep., Russian federation, Croatia, Hungary, Poland and Romania), Irandoust (2019) implied that exchange rate plays an important role in tourism development. Evidently, tourism is the one service that is directly influenced by the exchange rate in two distinct ways (Akar, 2012; Dincer et al., 2015; Webber, 2001). Firstly, the study implies that the exchange rate influences the number of tourists. Secondly, the exchange rate influences the amount of money they will eventually spend. As a rule, tourists tend to travel to destinations where the exchange rate is in their favour (Wang et al., 2008). Xue et al. (2018) examined the relation between the exchange rate and the number of tourists in China. As a time-varying causality, the expansion of the currency’s trading band is the most concerning variable to the tourists. However, the devaluation of a currency can eventually entice travellers to choose one country over others and spend more time and money in such a destination (Crouch, 1993).
The investigations of the effects of real exchange rates and income on inbound tourist arrivals from 7 European countries (Germany, France, the UK, the Netherlands, Italy, Spain and Sweden) to the USA between 1996Q3 and 2015Q1 show higher sensitivity of tourists visiting the USA to real exchange rate changes than GDP changes (Ongan et al., 2017). Tourists from France react strongly to the GDP, while the real exchange rate is more important for the tourists from the UK, a country outside the Eurozone that intends to leave the European Union. This paper uses panel co-integration analysis under a cross-sectional dependence (CD) test and common correlated effects (CCE) approach. The study has reportedly claimed to have used the Harmonized Index of Consumer Prices (HICP) for Restaurants and Hotels – instead of general Consumer Price Index (CPI) – for the first time in order to transform the nominal exchange rate to the real exchange rate as an independent variable in models to analyze tourism demand. Therefore, the application of this index is the chief contribution of the study to the related literature, in addition to the revealing results of exchange rate-income-tourism relationship.

2.3. The impact of other financial indicators

Additionally, the volatility of exchange rate, inflation and oil prices are observed to affect tourism performance (Meo et al., 2018). The rapid growth of tourism in the last 50 years is an evident that the sector is one of the most dominant sectors of economy. Because tourism creates jobs, it reduces poverty, minimizes inflation and finally contributes significantly to the world GDP. Even though terrorist attacks have risen during the last decades, tourism still shows considerable growth. In order to thrive economically, government often develops its own country’s tourism infrastructure in line with global practices, thus meeting the expectation of the prospective tourists. Hence, developing the tourism industry of a destination is important because the accumulated foreign funds expectedly yield higher living standards (Balcilar et al., 2014; Tang & Abosedra, 2014).

Financial crisis has the propensity to disseminate throughout all sectors, albeit with unique impacts on respective areas (Andersson & Karpestam, 2014). In recent times, some studies have focused on the effects of financial crisis on tourism, as one of the sectors of economy. Some of the earliest studies assessed the effects of Asian Financial Crisis (AFC) on Asia Pacific countries, such as Malaysia and Thailand, through qualitative analysis of the secondary data. Specifically, for the case of Thailand, Kontogeorgopoulos (1999) had examined the interactions between sustainable development and sustainable tourism in the face of the AFC, which revealed that Thailand had to prioritize rapid growth in tourism over its previous policy (long-term ecological sustainability of tourism) in order to draw in the much-needed foreign currency and foreign direct investment through tourism.

Furthermore, a study by Prideaux (1999) showed that the effects of the financial crises (which are akin to political unrest) were not as devastating as predicted in East Asia, which proved tourism (to be) more robust than presumed. In addition, De Sausmarez (2004) investigated the AFC and its effects on Malaysian tourism and the crisis management capabilities of the country. According to the author, Malaysia’s international marketing campaigns and policies towards promoting local tourism were most effective in response to the AFC. The study further showed that the country’s international market campaigns surged, thus prompting arrivals from new markets. Furthermore, Anderson (2006) studied Australian tourism industry in respect to the AFC and the Bali terrorist attack. The study proved that the Australian tourism industry was incompetent to manage such crises (and learned little from these events). On the other hand, in Mexico, the swine flu pandemic, exchange rate fluctuations and the weather conditions seem to be more relevant in causing the economic crises.

2.3. The impact of macroeconomic factors

According to Tang and Tan (2013), tourism comprises a great portion of tax returns, exports and employment, thus making the sector to significantly contribute to the global trade. Reports from
the UNWTO (2005) indicate that tourism is the leading factor in socioeconomic development. The UNWTO also reported that the revenues from the industry exceeded a trillion United States dollars, which accounted for 5% of the investments and exports worldwide, thus generating about 10% of the GDP and creating more than 200 million jobs globally. The estimations of the World Travel & Tourism Council (WTTC, 2013) were also similar. Several research studies point to a multitude of potentials for tourism, such as raising foreign funds, endorsement of enterprises and increasing wages, as well as diminishing job loss and raising tax return to balance out government expenditure/spending. Thus, governments invest in infrastructure, such as roads and hotels, as a ploy to attract tourists into the country, and the related policies are directed at the private sector to be more involved in promoting the tourism industry (Jalil et al., 2013).

Additionally, tourism has a trivial role in all economic areas and the industry remains insignificant as far as poverty reduction in certain locations (poverty being one of the most severe global problems). This is because macroeconomic effects of economic and financial crises are often catastrophic and persistent, usually triggering higher unemployment rates and lower GDP growth (Khalid et al., 2019; Reinhart & Rogoff, 2009, 2011). Because of the role of tourism in economic development, the swift advancement in the industry would affect not only through the private domestic and public incomes directly, but also through indirect pathways (Polat & Günay, 2012). Policies regarding tourism were the centre of attention since the 1980s. In 1982, a bill on tax incentives for tourism sector was introduced, which supported the field greatly, thus leading to significant advances in the industry.

2.4. Other determinants of tourism performance

The turning point that underpins tourism performance is the simple fact that tourists promote foreign currency in the destination country, thus providing the much-needed resource, especially for developing countries. As opposed to other industries, tourism is the only trade item with great contributions to the economy without significant adverse effects of industrialization, destructive impact on the ecosystem or depleting natural resources. Therefore, it is quite understandable that the policies in developing countries would be favourable for a higher inflow of tourists.

Furthermore, sustainable development and economic expansion are observed to have facilitated the international tourism trades, especially as the largest service industry in international trade, (according to the world tourism organization). According to the World Tourism Economic Trends Report (2017), the global tourist inflow has surpassed the earth’s population by 1.4 times (almost 5% growth over the previous year) in 2016. The report further indicates that global tourist inflow is expected to reach 1.8 billion by 2030. In 2016, revenues of global tourism are made up 7% of global gross domestic product (GDP), which is more than 3% increase during the course of a year. This shows a significantly higher growth rate for tourism than the global GDP growth rate. As clearly stated by the aforementioned data (Chiu & Yeh, 2017), tourism is the source of growth and development through export returns, new jobs and enterprises, development of the infrastructure and subsequently advancing the socio-economic situation (Paramati et al., 2017b). Unequivocally, governments and experts are increasingly interested in tourism and its economic repercussions in recent years (De Vita & Kyaw, 2013; Falk, 2015; Tang et al., 2016; Tang & Tan, 2016).

Moreover, in understanding sustainable tourism, examining the correlation between economic development, tourism and the quality of environmental standards is methodologically vital. The United Nations nominated the year 2017 as the International Year of Sustainable Tourism. This presents the industry with a valuable opportunity to prepare for the future (according to sustainable development goals) (WTTC, 2016). Being the biggest industry in the world according to the World Tourism Organization, tourism remained the key factor in any country’s economy (According). Tourism sector has advanced enormously during the past decades and has managed to be one of the largest industries, with great potential, in both developing and developed countries (Paramati
et al., 2017a). Generally, it is evidently observed that activities in the tourism industry are significantly perceived to be a fundamental part of economic growth (Brida & Risso, 2009; Tang & Tan, 2013).

3. Data description and methodology

3.1. Data description

The current study considers a dataset that includes the international tourism arrivals, political risk index (this variable proxy for political instability or uncertainty), the real exchange rate, the Gross Domestic Product (GDP) and the inflation rate for 76 countries. It’s worthy to note that our sample size initially includes 128 countries over the period 1985–2018. However, 52 countries were removed from our sample size and the study’s period was limited to 1995–2017 due to mismatching the countries from different data sources and data unviability. Appendix A shows the list of the sampled countries. Except for the political risk score, all the data were retrieved from the World Bank Development Indicator (WDI, 2019) of the World Bank for the period 1995–2017. Thus, following the study by Athari (2020), the political risk index score data were retrieved from the www.prsgroup.com for all the countries. As presented in Table 1, the description of the explored variables provides additional information on the measurement of the data and their respective sources and likewise is the respective visual representation, as shown in Figure 1. Additionally, the descriptive statistics of the experimented data are displayed in Table 2.

3.2. Methodology

Certain econometric problems are being identified when investigating and modelling of panel data. In extant studies, the problems of heteroscedasticity and endogeneity of the explanatory variables are few of the associated sources of setbacks (Ganda, 2019; Usman et al., 2019). In order to prevail over the aforementioned concern, the current study jointly employs the difference estimator and an estimator in the level to derive a two-step system (GMM estimator) that is appropriate for the investigation (Arellano & Bover, 1995; Blundell & Bond, 1998). In the current case, the dynamic panel regression estimator permits the use of the lagged endogenous variable as an independent variable to prevent the likelihood of endogeneity. Moreover, the system GMM is believed to yield a robust estimate especially given that the number of countries (N, which is the cross-section) is more than the number of time (T which is the experimental period) dimension of the series.

By employing a similar theoretical framework that models international tourism inbound in the extant literature (Javid & Katircioglu, 2017; Alola et al., 2019a; Saint Akadiri et al., 2019b), the two-

Table 1. Variables’ definition and sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tourism arrivals</td>
<td>International tourism, number of arrivals</td>
<td>World Bank</td>
</tr>
<tr>
<td>Political risk score</td>
<td>Political risk is an index containing the government stability, socioeconomic conditions, investment profile, internal conflict, external conflict, corruption, military in politics, religious tensions, law and order, ethnic tensions, democratic accountability, bureaucracy quality. Overall, a political risk rating of 0.0% to 49.9% indicates a very high risk; 50.0% to 59.9% high risk; 60.0% to 69.9% moderate risk; 70.0% to 79.9% low risk and 80.0% or more very low risk. The score range is from 0 to 100.</td>
<td><a href="http://www.prsgroup.com">www.prsgroup.com</a></td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>Real effective exchange rate index (2010 = 100)</td>
<td>World Bank</td>
</tr>
<tr>
<td>GDP</td>
<td>GDP per capita growth (annual %)</td>
<td>World Bank</td>
</tr>
<tr>
<td>Inflation</td>
<td>Inflation, consumer prices (annual %)</td>
<td>World Bank</td>
</tr>
</tbody>
</table>

Notes: Table 1 describes all using variables. The first and second columns show the names and definitions of the variables that are used in the econometric model. The third column refers to the data source of each variable.
Figure 1. Time series plot of political risk scores for the low-risk, high-risk and all examined countries.


<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>St.dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tourism arrivals</td>
<td>9,254,347.462</td>
<td>3,450,500</td>
<td>7500</td>
<td>86,861,000</td>
<td>14,747,254.681</td>
</tr>
<tr>
<td>Political risk score</td>
<td>71.549</td>
<td>71.875</td>
<td>28.500</td>
<td>96.083</td>
<td>12.189</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>100.411</td>
<td>99.236</td>
<td>42.900</td>
<td>740.601</td>
<td>25.867</td>
</tr>
<tr>
<td>GDP</td>
<td>2.207</td>
<td>2.147</td>
<td>−22.312</td>
<td>23.940</td>
<td>3.586</td>
</tr>
<tr>
<td>Inflation</td>
<td>6.397</td>
<td>3.107</td>
<td>−30.856</td>
<td>376.746</td>
<td>15.846</td>
</tr>
</tbody>
</table>

Note: This table shows the descriptive statistics of all the variables in the ordinary form.
step dynamic SYS-GMM estimator represented in the following forms:

\[
\ln \text{Tourism Arrivals}_t = a_0 + a_1 \ln \text{Tourism Arrivals}_{t-1} + a_2 \text{Political Risk}_t \\
+ a_3 \text{Exchange Rate}_t + a_4 \text{GDP}_t + a_5 \text{Inflation}_t + \varepsilon_{it1}
\]  

\[(1)\]

\[
\text{Exchange Rate}_t = b_0 + b_1 \text{Exchange Rate}_{t-1} + b_2 \ln \text{Tourism Arrivals}_t \\
+ b_3 \text{Political Risk}_t + b_4 \ln \text{GDP}_t + b_5 \text{Inflation}_t + \varepsilon_{it2}
\]

\[(2)\]

\[
\text{GDP}_t = c_0 + c_1 \text{GDP}_{t-1} + c_2 \text{Political Risk}_t + c_3 \text{Exchange Rate}_t \\
+ c_4 \ln \text{Tourism Arrivals}_t + c_5 \text{Inflation}_t + \varepsilon_{it2}
\]

\[(3)\]

\[
\text{Inflation}_t = d_0 + a_1 \ln \text{Inflation}_{t-1} + d_2 \text{Political Risk}_t \\
+ d_3 \text{Exchange Rate}_t + d_4 \text{GDP}_t + d_5 \ln \text{Tourism Arrivals}_t + \varepsilon_{it3}
\]

\[(4)\]

where only Tourism Arrival variables are expressed in natural logarithms and other variables are employed directly because they are either categorical or index. The coefficients \(a_0, b_0, c_0\) and \(d_0\) are the constants that measure the corresponding impacts of the independent variables. The subscript \(i\) represents the \(i\)th series \((i = 1, \ldots, 76)\) and \(t\) is the time period \((t = 1995, \ldots, 2017)\). Additionally, the \(\varepsilon_{it1}, \varepsilon_{it2}\) and \(\varepsilon_{it3}\) represent the stochastic terms that are assumed to be characterized by a white noise process.

In the current study, the above-stated GMM procedure is first carried out for the panel of the entire 76 countries to present a global perspective and the result is depicted in Table 4. Similarly, the experimental procedure is repeated for the panels of low-risk countries and high-risk countries with the results presented in Table 5. In both cases, and as indicated in the corresponding tables, the impact of the investigated factors is obviously implied.

4. Result and discussion

4.1. Descriptive statistics

The prevailing evidence from the minimum, maximum and the standard deviation values of the dataset presented in Table 2 reveals the volatility characteristics of real exchange rates, the inflation and the political risk and tourism arrivals in the panel countries. As seen in Table 2, tourism arrivals have the highest deviation, followed by the real exchange rate variability, the inflation and the political risk. However, the variability in the panel country is observed to be lowest in terms of the GDP.

The aforementioned variable description compliments the visual representation (see Figure 1) of the degree of political risk patterns and especially the categorization of the countries as low and high political risks.

Moreover, before conducting estimations, the unit root tests are performed to check the stationarity of investigated variables. This study uses the panel unit root tests suggested by Levin–Lin–Chu (2002) and Im et al. (2003) for each variable by considering both trend and cross-sectional dependence options. The results are shown in Table 3 and indicate that the investigated variables are stationary at level I (0) for both options (trend and cross-sectional dependence options).

4.2. Regression analysis

Importantly, impacts of political risk, real exchange rate, inflation and the GDP on tourism arrivals in the panel country are indicated in Table 4. The results for both the Generalized Method of Moments (SYS-GMM) and the Pooled Ordinary Least Squares (OLS) both posit similar inference. Indicatively, the SYS-GMM and the Pooled OLS results in Table 4 imply that political risk, the GDP and inflation exerts’ positive impact on tourism arrivals in the panel country. Specifically, political risk, which represents a
Table 3. Unit root test results.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With trend</td>
<td>With cross-sectional dependence</td>
</tr>
<tr>
<td>Tourism arrival</td>
<td>−5.069*</td>
<td>−3.496*</td>
</tr>
<tr>
<td>Political risk</td>
<td>−8.089*</td>
<td>−8.234*</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>−9.346*</td>
<td>−8.475*</td>
</tr>
<tr>
<td>GDP</td>
<td>−10.499*</td>
<td>−9.239*</td>
</tr>
<tr>
<td>Inflation</td>
<td>−10.388*</td>
<td>−11.124*</td>
</tr>
</tbody>
</table>

Notes: Table 4 shows the panel unit root test results of investigated variables. The null hypothesis of Levin–Lin–Chu (LLC) and Im–Pesaran–Shin (IPS) unit root test is panels contain unit roots. The symbols * indicate statistical significance at the 1%, 5% and 10% levels, respectively.


<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Pooled (OLS)</th>
<th>SYS-GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged of tourism arrivals</td>
<td>0.876*</td>
<td>4.37</td>
</tr>
<tr>
<td>Political risk score</td>
<td>0.884*</td>
<td>4.56</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>−0.028</td>
<td>−0.45</td>
</tr>
<tr>
<td>GDP</td>
<td>0.013*</td>
<td>3.06</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.002</td>
<td>0.56</td>
</tr>
<tr>
<td>Constant</td>
<td>−1.050*</td>
<td>−3.29</td>
</tr>
<tr>
<td>R-square</td>
<td>0.68</td>
<td>—</td>
</tr>
<tr>
<td>Hansen-test</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>M2-test</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>1672</td>
<td>—</td>
</tr>
</tbody>
</table>

Notes: Table 4 shows the global effect of political risk on tourism arrivals over the period of 1995–2017 using the pooled and dynamic (SYS-GMM) regressions. Descriptions of the variables are shown in Table 1. The Hansen and M2 tests are conducted to check the validity of instruments and serial correlations. Standard errors are asymptotically robust to heteroscedasticity. For the regression diagnostic tests, only p-values in parentheses are reported. The symbols * and ** indicate statistical significance at the 1%, 5% and 10% levels, respectively.

Table 5. The dynamic effect of political risk on tourism arrivals under different country risk levels (1995–2017).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Panel A: Low Risk Countries</th>
<th>Panel B: High Risk Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged of tourism arrivals</td>
<td>0.972*</td>
<td>3.82</td>
</tr>
<tr>
<td>Political risk score</td>
<td>−0.182**</td>
<td>−2.16</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>0.077</td>
<td>1.28</td>
</tr>
<tr>
<td>GDP</td>
<td>1.441*</td>
<td>3.62</td>
</tr>
<tr>
<td>Inflation</td>
<td>−0.097*</td>
<td>−2.91</td>
</tr>
<tr>
<td>Constant</td>
<td>1.670</td>
<td>0.25</td>
</tr>
<tr>
<td>Hansen-test</td>
<td>(0.475)</td>
<td>—</td>
</tr>
<tr>
<td>M2-test</td>
<td>(0.337)</td>
<td>—</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>785</td>
<td>—</td>
</tr>
</tbody>
</table>

Notes: Table 5 shows the effect of political risk on tourism arrivals under different country risk levels namely low- and high-risk countries over the period of 1995–2017 using the dynamic (SYS-GMM) regressions. Descriptions of the variables are shown in Table 1. The Hansen and M2 tests are conducted to check the validity of instruments and serial correlations. Standard errors are asymptotically robust to heteroscedasticity. For the regression diagnostic tests, only p-values in parentheses are reported. The symbols * and ** indicate statistical significance at the 1% and 5% levels.
level of uncertainty, suggests that a high score of political risk (which implies low political risk due to high government stability or absence of military coup) is essentially responsible for higher tourism arrival inflow. In the same way, the low political risk score that indicates the high level of instability in the panel country is responsible for low tourism arrivals in the panel countries. This observation in the current study regarding the negative impact of political instability on tourism arrivals is significantly similar to that of the extant studies (Alola, Cop, et al., 2019b; Fletcher & Morakabati, 2008; Ghalia et al., 2019; Kebede, 2018; Lanouar & Goaied, 2019).

Similarly, the SYS-GMM result for the real exchange rate and tourism arrival inflows relationship in the current study is within the expected theoretical notion. That is to say that the low exchange rate of the domestic panel of estimated countries is a trigger for the higher tourism inflow. Practically, prospective tourists will be more excited to travel to a destination where a small amount of the country of origin will change for more amount or purchase more good and services in the destination country. Interestingly, the studies of Webber (2001) and that of Wang et al. (2008) are among the few extant studies that indicate that exchange rate is a significant determinant of tourism arrival. Additionally, the study of Meo et al. (2018) affirms the significant impact of both the exchange rate and inflation on tourism arrival inflows especially in Pakistan.

Furthermore, the result of the current study from the indicated SYS-GMM suggests that economic growth vis-à-vis the GDP is a significant determinant of tourism development vis-à-vis the tourism arrival inflows in the panel of the estimated countries. The implication of the result is that economic growth in the panel country is a catalyst for tourism development, thus the economic growth-led hypothesis is valid for the estimated panel. Although previous studies have jointly argued for and against the tourism-led growth hypothesis (Akadiri et al., 2019; Brida & Risso, 2009; Chiu & Yeh, 2017; Faber & Cecile, 2019), the current study supports the economic growth-led hypothesis from the global perspective (Khalid et al., 2019; Ongan & Gozgor, 2018; Wu & Wu, 2019). Interestingly, the lag value of tourism arrival is seen as a significant determinant of tourism arrival in the two estimation techniques. This implies that the values of tourism arrivals in the previous years are a good predictor of tourism arrival inflow in the succeeding year, thus good information about previous tourism arrival performance is a green light for tourist arrival inflow.

### 4.3. Perspectives from the low and high political risk destinations

Table 5 presents the dynamic effect of political risk on tourism arrivals from the perspectives of different political risk levels. As shown in Table 1, a country with higher political risk score has more political stability and vice versa (source, PRS). Therefore, to classify countries into the low and high political risk levels, we assume that the countries that are above the overall median political risk score as the low-risk and the countries that are below the overall median political risk score as high-risk. Considering that ‘LOW’ political risk ‘HIGH’ risk score, we employed the inverse values and apply reverse interpretation. Hence, Panel A in Table 5 presents the estimation results for the low political risk countries. In this case, the result expectedly presented an increase in the international tourist arrivals to the panel of low political risk countries. Although the impact of real exchange rate is not significant as observed in the result, the GDP and inflation are shown to have a significant evidence of positive and negative effects on the inflow of tourists to the panel of destination countries. Similarly, the previous information of tourism arrivals (the lag value of tourism arrivals) is equally observed to possess the potential for attracting prospective tourists.

On the other hand, as shown in Panel B (see the lower part of Table 5), the coefficient of political risk in the panel of high political risk countries is interpreted in reverse pattern as suggested above. In contrast to the result in Panel A, the results posited that there is a significant decline in the inflow of tourists to the destination of panel high political risk countries. Similar to the result of the low-risk countries, the impact of real exchange rate on tourism arrivals is positive but insignificant. However, the impacts of the GDP and inflation on tourism inflows in the panel of high political
risk destination countries are the same with the low political risk countries (i.e. positive and negative, respectively).

4.4. **Diagnostics test**

The supporting diagnostic test employed in validating the result of the above investigation posits a desirable implication. Interestingly, the Hansen and M_2 tests (see Tables 4 and 5) that were conducted to check the validity of both the instrumental variables and serial correlations that validates the robustness of the aforementioned results. In addition, these diagnostic tests imply that the standard errors are asymptotically robust to heteroscedasticity.

5. **Conclusion and policy implication**

This study examined the global perspective of political risk, the gross domestic product (GDP), inflation and exchange rate on the tourism inbound in the panel of 76 (see Appendix for the list) destinations over the period of 1995–2017. This is the first comprehensive study which tested this nexus at the global level. Expectedly, the study found that the countries with a high level of political risk arising from political instability, such as military interference, are susceptible to decline in tourism inbound. This implies that in addition to being a tourism destination country, the level of (in) stability in the destination country is equally a significant determinant of tourism performance of such a country. As expected, the case of the low political risk countries suggests that the inflow of tourist is on the increase. In general, the study found that improvement in political stability would cause tourist inflows to increase in destinations. Furthermore, the study opined a more interesting inference from the panel of low and high political risk destinations. Specifically, the study revealed that the level of economic growth in the panel countries is a significant determinant of the performance of the tourism industries in the examined countries. Like the tourism-led growth hypothesis in the extant literature, the current study equally validates the GDP-tourism arrival relationship, thus the growth-led hypothesis for the tourism industries of the panel countries is valid.

Moreover, the results of the impact of inflation and real exchange rate for both the entire panel countries and that of the categories of low and high political risk countries equally suggest interesting inferences. In the first case (result from the entire panel of investigated countries), the study revealed a negative and significant impact of exchange rate on tourism arrivals, while inflation has a statistically significant and negative effect on tourism arrivals with the opposite sign. For both the low political risk countries, the impact of the exchange rate on tourism arrivals is positive but not significant. It is also observed that a high inflation in the low and high political risk countries will cause the number of tourists visiting the destinations to decline.

5.1. **Policy implication**

Considering that the current study examines the global perspectives of the role of political risk, real exchange rate, the gross domestic product (GDP) and inflation in determining the performance of tourism industry, it expectedly presents valuable policy directives. Since this investigation covers 76 countries across world regions, the implied policies from the result for both the examined countries and stakeholders are in folds.

- Considering that there is a strong significant correlation between political risk and tourism arrivals, a more inclusive and stronger network and collaborations that strengthen peace and conflict resolution should be further engineered across the globe.
- Regions or country-specific approaches such that addresses the peculiarity of the fundamental cause of instability should be identified and uniquely targeted with result-oriented mechanisms.
• The significant impact of both the exchange rate and inflation observed in the investigation further reiterate the need for stronger monetary and fiscal regulations among the countries of the world. Such policies are essential for the possible prevention of spillover effects especially during economic or financial turmoil in a country or another part of the world.
• For the non-tourism destinations, the current investigation further instructs that growth is essential towards driving tourism development, thus such destinations could target more economic and sustainable development goals.

However, the current investigation further shows that future study could explore the income categorization of the countries (such as the low-, middle- and upper-income countries) within the same conceptual framework. As an additional recommendation, more countries could be incorporated in future studies so as to further enhance the robustness of the investigation.

Notes
2. Several studies also show that political risk is matter and impact profitability of financial companies (e.g., Athari, 2020).
3. Further information on the measurement and properties of Political Index can be found from www.prsgroup.com
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Appendix

Table A1. List of countries in the dataset

<table>
<thead>
<tr>
<th>Sub-Saharan Africa</th>
<th>OECD High Income</th>
<th>Latin America &amp; Caribbean</th>
<th>Europe &amp; Central Asia</th>
<th>Middle East &amp; North Africa</th>
<th>East Asia &amp; Pacific</th>
<th>South Asia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cameroon</td>
<td>Australia</td>
<td>Bahamas</td>
<td>Armenia</td>
<td>Algeria</td>
<td>China</td>
<td>Pakistan</td>
</tr>
<tr>
<td>Gabon</td>
<td>Austria</td>
<td>Bolivia</td>
<td>Bulgaria</td>
<td>Bahrain</td>
<td>Hong Kong</td>
<td>Malaysia</td>
</tr>
<tr>
<td>The Gambia</td>
<td>Belgium</td>
<td>Brazil</td>
<td>Croatia</td>
<td>Iran</td>
<td>Malaysia</td>
<td>Papua New</td>
</tr>
<tr>
<td>Ghana</td>
<td>Canada</td>
<td>Colombia</td>
<td>Cyprus</td>
<td>Morocco</td>
<td>Guinea</td>
<td>Philippines</td>
</tr>
</tbody>
</table>

| Malawi             | Chile            | Costa Rica                | Moldova               | Malta                      | Tunisia             |          |
| Nigeria            | Czech Republic   | Dominican Republic         | Romania               | Saudi Arabia               |                    |          |
| Sierra Leone       | Denmark          | Guyana                    | Russian Federation    | United Arab Emirates       |                    |          |

| South Africa       | Finland          | Mexico                    | Trinidad and Tobago   | Uruguay                    |                    |          |
| Togo               | France           | Nicaragua                 |                       | Venezuela                  |                    |          |
| Uganda             | Germany          | Paraguay                  |                       |                           |                    |          |
| Zambia             | Greece           | Trinidad                   |                       |                           |                    |          |

| Hungary            | Iceland          | Uruguay                   |                       |                           |                    |          |
| Iceland            | Ireland          |                       |                       |                           |                    |          |
| Israel             | Italy            |                       |                       |                           |                    |          |
| Japan              | Latvia           |                       |                       |                           |                    |          |
| Latvia             | Luxembourg       |                       |                       |                           |                    |          |
| Netherlands        | New Zealand      |                       |                       |                           |                    |          |
| Norway             | Poland           |                       |                       |                           |                    |          |
| Poland             | Portugal         |                       |                       |                           |                    |          |
| Slovak Republic    | Spain            |                       |                       |                           |                    |          |
| Spain              | Sweden           |                       |                       |                           |                    |          |
| Switzerland        | United Kingdom   |                       |                       |                           |                    |          |
| United States      | Hungary          |                       |                       |                           |                    |          |
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